
SPECTRAL THEOREM FOR COMPACT,

SELF-ADJOINT OPERATORS

ANDREAS STRÖMBERGSSON

The following theorem is known as the spectral theorem for compact,
self-adjoint operators. We will give two proofs which connect as much
as possible with Kreyszig’s book.

Theorem 1. Let T : H → H be a compact and self-adjoint oper-
ator on a Hilbert space H. Then there is a finite or infinite sequence
{λn}N

n=1 (i.e. N ∈ Z+ or N = ∞) of real eigenvalues λn 6= 0, and a
corresponding orthonormal sequence {en}N

n=1 in H such that:

(a) Ten = λnen, for all n with 1 ≤ n ≤ N ;

(b) N (T ) = Span({en}N
n=1)

⊥;

(c) if N = ∞, then: lim
n→∞

λn = 0.

Note that this theorem is a generalization of the spectral theorem for
self-adjoint operators in finite dimensional spaces, which you are hope-
fully already familiar with. [To be precise: If H is finite dimensional,
say dim H = m, then since e1, e2, ... is an orthonormal sequence, and
hence linearly dependent, we must have N finite in Theorem 1, and in
fact N ≤ m. Also dimN (T ) = m − N by (b), and hence (if N > m)
we can choose an orthonormal basis eN+1, eN+2, ..., em for N (T ); since
these vectors lie in N (T ) they are also eigenvectors of T , with eigenval-
ues 0. Now {en}m

n=1 is an ON basis for H. Hence: If dim H < ∞ and T

is self-adjoint, then Theorem 1 says that H has an ON basis where each
basis vector is an eigenvector of T . This is the usual spectral theorem
in finite dimension.]

Let us note in the general case that Theorem 1 gives us a very ex-

plicit formula for T ! Namely, let Y = Span({en}N
n=1); then Y ⊥ =

Span({en}N
n=1)

⊥, so that by Theorem 1 (b) and [Kreyszig, Thm. 3.3-4],
we have

H = Y ⊕N (T ).

Hence every vector v ∈ H can be uniquely written as v = y + z with

y ∈ Y and z ∈ N (T ). Furthermore y ∈ Y = Span({en}N
n=1) can be

1



2 ANDREAS STRÖMBERGSSON

uniquely expressed as

y =
N

∑

n=1

αnen for some αn ∈ K with
N

∑

n=1

|αn|2 < ∞.

This follows from [Kreyszig, Theorem 3.5-2] in the form which I stated
in class (one uses in particular my “(d)” of that theorem, together with
the fact that {en}N

n=1 is a total orthonormal sequence in Y , by defini-

tion). Now T (z) = 0 since z ∈ N (T ), and T (y) = T (
∑N

n=1
αnen) =

∑N
n=1

αnT (en) =
∑N

n=1
λnαnen since T is continuous. To summarize:

Consequence from Theorem 1. Every vector v ∈ H can be
uniquely written (recall N ∈ Z+ or N = ∞ as in Theorem 1)

v =
(

N
∑

n=1

αnen

)

+ z, where αn ∈ K,

N
∑

n=1

|αn|2 < ∞, z ∈ N (T ),

and for each such vector v we have

T (v) =
N

∑

n=1

λnαnen.

We will give two proofs of Theorem 1. The first proof is modelled on
one of the standard methods of proofs in the finite dimensional case,
although the details are of course more difficult in infinite dimension:
Namely, one starts by finding a unit vector x0 ∈ H with ||Tx0|| = ||T ||
(see Lemma 2 below); very often x0 itself is an eigenvector of T , and
if it is not then one can still easily construct an eigenvector from x0

(see Lemma 3 below). Once one eigenvector has been found, one can
restrict attention to the orthogonal complement of this eigenvector, and
repeat the whole procedure. In the end one has found all eigenvectors.

The second proof uses the much more advanced spectral representa-
tion theorem of self-adjoint operators proved in Chapter 9, and I give
it since it is satisfactory to see that Theorem 1 is indeed a special case
of this, and also since it gives and opportunity to become more familiar
with the language and tools used in Chapter 9. If you take the course
Functional Analysis for 4p, then please ignore the second proof! (Note:
the second proof is probably what the author had in mind in [Kreyszig,
§9.9: Problem 6].

First proof of Theorem 1.

Lemma 1. Let X be a reflexive normed space and assume that X ′ is
separable. Then every bounded sequence (xn) in X has a subsequence
which is weakly convergent.
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Proof. Let (xn) be a bounded sequence in X. Recall that
“bounded” means that there is a number B > 0 such that ||xn|| ≤ B

for all n. Let {f1, f2, ...} be a countable dense subset of X ′ (this exists
because X ′ is separable). Now |f1(xj)| ≤ ||f1|| · ||xj|| ≤ ||f1|| ·B for all
j, i.e. (f1(xj)) is a bounded sequence of numbers. Hence by Bolzano-
Weierstrass theorem there is a subsequence which converges, i.e. there
is a subsequence (x1,j) of (xj) such that limj→∞ f1(x1,j) exists. By the
same argument we see that (x1,j) has a subsequence (x2,j) such that
limj→∞ f2(x2,j) exists. This argument is repeated to form sequences
(x3,j), (x4,j), ..., which are successive subsequences of each other. Fi-
nally, we let (ym) be the “diagonal sequence”, i.e. ym = xm,m for all
m ≥ 1.

Now (ym) is a subsequence of (xj), and for each n ≥ 1 the limit
limm→∞ fn(ym) exists. (Proof: Fix any n ≥ 1. Then the sequence
(yn, yn+1, yn+2, ...) is by construction a subsequence of (xn,1, xn,2, xn,3, ...),
and we know that limj→∞ fn(xn,j) exists. Hence limm→∞ fn(ym) exists.)

Now let f be an arbitrary element in X ′. Let ε > 0. Then since
{f1, f2, ...} is dense in X ′ there is some n such that ||fn − f || < ε

10B
.

Furthermore, by what we have proved, the sequence {fn(yk)}∞k=1
is

Cauchy and hence there is some K ≥ 1 such that |fn(yk)−fn(yk′)| < ε
10

for all k, k′ ≥ K. Hence, for all k, k′ ≥ K,

|f(yk) − f(yk′)| =
∣

∣

∣
(f − fn)(yk) + (fn(yk) − fn(yk′)) + (fn − f)(yk′)

∣

∣

∣

≤
∣

∣

∣
(f − fn)(yk)

∣

∣

∣
+

∣

∣

∣
fn(yk) − fn(yk′)

∣

∣

∣
+

∣

∣

∣
(fn − f)(yk′)

∣

∣

∣

< ||f − fn|| · ||yk|| +
ε

10
+ ||f − fn|| · ||yk′||

≤ ε

10B
· B +

ε

10
+

ε

10B
· B < ε.

But here ε > 0 was arbitrary; hence the sequence {f(yk)}∞k=1
is a

Cauchy sequence, and thus limk→∞ f(yk) exists. We may now define:

g(f) := lim
k→∞

f(yk), for each f ∈ X ′.

Then g is a map g : X ′ → K, and it is easily checked that g is linear.
Furthermore, for each f ∈ X ′ we have

|g(f)| = lim
k→∞

|f(yk)| ≤ lim sup
k→∞

||f || · ||yk|| ≤ B · ||f ||.

Hence g is a bounded linear functional, g ∈ X ′′, and ||g|| ≤ B. Now,
since X is reflexive, there exists some x ∈ X such that g = gx, where
(as in [Kreyszig, p. 239]) gx(f) := f(x), ∀f ∈ X ′. Hence, for all f ∈ X ′,

f(x) = gx(f) = g(f) = lim
k→∞

f(yk).
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Hence the sequence yk converges weakly to x ∈ X. �

Lemma 2. Let T : H → H be a compact and self-adjoint operator
on a Hilbert space H. Let S1 = S(0; 1) be the unit sphere in H. Then
there is a vector x0 ∈ S1 such that ||Tx0|| = ||T ||.

Proof. By the definition of ||T || as ||T || = supx∈S1
||Tx||, there

exists a sequence x1, x2, ... in S1 such that limn→∞ ||Txn|| = ||T ||. Since
T is compact we may assume, after having replaced {xn} by a subse-
quence (and changed notation so that {xn} denotes this subsequence),
that

y0 = lim
n→∞

Txn exists in H.(1)

Let Y = Span{x1, x2, ...}. This is a closed subspace of H, hence a
Hilbert space. Y is reflexive by [Kreyszig, Thm. 4.6-6], and Y is separa-
ble by construction (a dense subset in Y is, e.g., {q1x1+q2x2+...+qnxn |
1 ≤ n < ∞, qj ∈ Q}). Hence Lemma 1 applies, so that there is a sub-
sequence of (xn), say (xj1 , xj2, xj3, ...) with 1 ≤ j1 < j2 < j3 < ..., such
that xjk

converge weakly in Y to some point x0 ∈ Y . Now, for each
z ∈ Y ,

〈Tx0, z〉 = 〈x0, T z〉 = lim
k→∞

〈xjk
, T z〉 = lim

k→∞
〈Txjk

, z〉 = 〈y0, z〉.(2)

Here the second equality holds since xjk
converge weakly to x0 (for we

know that x 7→ 〈x, Tz〉 is a bounded linear functional on Y ), and the
last equality holds because we know from (1) that limk→∞ Txjk

= y0

exists, and 〈·, ·〉 is continuous ([Kreyszig, Lemma 3.2-2]). Since (2)
holds for all z ∈ Y , we conclude Tx0 = y0. Hence

||Tx0|| = ||y0|| = || lim
k→∞

T (xn)|| = lim
k→∞

||T (xn)|| = ||T ||.

Also note that since xjk
converge weakly to x0 we have 〈x0, x0〉 =

limk→∞〈xjk
, x0〉, and |〈xjk

, x0〉| ≤ ||xjk
|| · ||x0|| = 1 for all k, hence

||x0|| ≤ 1. We cannot have ||x0|| < 1, since then ||Tx0|| ≤ ||T || · ||x0|| <

||T ||, contrary to what we have seen above. Hence ||x0|| = 1, i.e.
x0 ∈ S1. This shows that x0 has all the required properties. �

Lemma 3. Let notation be as in Lemma 2. Then T has an eigen-
vector with eigenvalue ||T || or −||T ||.

Proof. We write λ = ||T ||. We may assume λ > 0, for if ||T || =
λ = 0 then T = 0 and we can choose any vector y ∈ H − {0} as
eigenvector.
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By Lemma 2 there is a point x0 ∈ S1 such that ||Tx0|| = λ. Since T

is self-adjoint we have

〈T 2x0, x0〉 = 〈Tx0, Tx0〉 = ||Tx0||2 = λ2(3)

On the other hand, by Schwarz inequality we have
∣

∣〈T 2x0, x0〉
∣

∣ ≤ ||T 2x0|| · ||x0|| ≤ ||T 2|| · 1 ≤ ||T ||2 = λ2.(4)

Because of (3), we must have equalities throughout in (4). In particular
we have equality in Schwarz inequality |〈T 2x0, x0〉| ≤ ||T 2x0|| · ||x0||,
and hence by [Kreyszig, Lemma 3.2-1(a)], x0 and T 2x0 are linearly
independent; since x0 6= 0 this implies T 2x0 = αx0 for some α ∈ K.
Plugging this into (3) we get α = λ2, i.e. T 2x0 = λ2x0. Using this we
compute:

T (λx0 + Tx0) = λ(λx0 + Tx0); T (λx0 − Tx0) = −λ(λx0 − Tx0).

This means that if λx0 + Tx0 6= 0 then λx0 + Tx0 is an eigenvector
of T with eigenvalue λ, and if λx0 − Tx0 6= 0 then λx0 − Tx0 is an
eigenvector of T with eigenvalue −λ. But the sum of these two vectors
is 2λx0 6= 0, hence at least one of the vectors must be non-zero. Hence
there is an eigenvector with eigenvalue λ or an eigenvector with eigen-
value −λ. �

Lemma 4. Let T : H → H be a bounded self-adjoint operator on
a Hilbert space H, and let Y ⊂ H be a subspace such that T (Y ) ⊂ Y .
Then T (Y ⊥) ⊂ Y ⊥, and T|Y ⊥ : Y ⊥ → Y ⊥ is a bounded self-adjoint

linear operator on the Hilbert space Y ⊥, with norm ||T|Y ⊥|| ≤ ||T ||.
Proof. Take z ∈ Y ⊥. For each y ∈ Y :

〈Tz, y〉 = 〈z, Ty〉 = 0,

since Ty ∈ T (Y ) ⊂ Y and z ∈ Y ⊥. It follows that Tz ∈ Y ⊥. Hence we
have proved T (Y ⊥) ⊂ Y ⊥. The remaining statements are obvious. �

Proof of Theorem 1. If T = 0 then the theorem is trivial; we
simply choose N = 0 so that {λn}N

n=1 and {en}N
n=1 are empty sequences.

Now assume T 6= 0. Then by Lemma 3 there is an eigenvector e1

with eigenvalue λ1 = ||T || or λ1 = −||T ||. Since T 6= 0 we have λ1 6= 0.
After scaling we may assume ||e1|| = 1. Let H1 = Span{e1}⊥. Then
by Lemma 4 (for Y = Span{e1}), the restriction T|H1

is a self-adjoint
operator T|H1

: H1 → H1, and its norm is ||T|H1
|| ≤ ||T || = λ1.

If T|H1
= 0 then we stop here. If not, then we repeat the above

application of Lemma 3 over and over: The above was step 1. In
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general, after step n − 1 we have found an orthonormal sequence of
eigenvectors e1, e2, ..., en−1 in H with corresponding real eigenvalues
λ1, λ2, ..., λn−1, such that |λ1| ≥ |λ2| ≥ ... ≥ |λn−1| > 0 and such that
if Hn−1 = Span{e1, ..., en−1}⊥ then T|Hn−1

is a self-adjoint operator
T|Hn−1

: Hn−1 → Hn−1 of norm ||T|Hn−1
|| ≤ |λn−1|. If T|Hn−1

= 0 then
we stop after this step. Otherwise, if T|Hn−1

6= 0, then we continue to
step n, which consists in applying Lemma 3 to the operator T|Hn−1

:
Hn−1 → Hn−1; we thus find an eigenvector en ∈ Hn−1 with eigenvalue
λn = ||T|Hn−1

|| or λn = −||T|Hn−1
||. By our assumptions we then have

0 < |λn| ≤ |λn−1|. After scaling we may also assume ||en|| = 1. Since
en ∈ Hn−1 = Span{e1, ..., en−1}⊥ we also have 〈en, ek〉 = 0 for k =
1, 2, ..., n−1. Hence e1, e2, ..., en is an orthonormal sequence. Let Hn =
Span{e1, ..., en}⊥. Then by Lemma 4 (for Y = Span{e1, ..., en}), the
restriction T|Hn

is a self-adjoint operator T|Hn
: Hn → Hn. Since Hn =

Span{e1, ..., en}⊥ ⊂ Span{e1, ..., en−1}⊥ = Hn−1 (see [Kreyszig, p. 150
exercise 7 (b)]), we have ||T|Hn

|| ≤ ||T|Hn−1
|| = |λn|. Hence we are in

the same situation as after step n−1, and the process can be repeated.
If the above process stops after step N we have T|HN

= 0; hence
Span({en}N

n=1)
⊥ = HN ⊂ N (T ). On the other hand, if x ∈ N (T ) then

for each n,

λn〈en, x〉 = 〈Ten, x〉 = 〈en, Tx〉 = 〈en, 0〉 = 0,(5)

and hence x ⊥ en, since λn 6= 0. Hence x ⊥ Span({en}N
n=1)

⊥. This
proves that N (T ) = Span({en}N

n=1)
⊥, and hence Theorem 1 holds in

this case.
Now assume that the process never stops. We then obtain an infinite

sequence {λn}∞n=1 of real non-zero eigenvalues with |λ1| ≥ |λ2| ≥ ...,
and a corresponding orthonormal sequence {en}∞n=1 of eigenvectors (i.e.
Ten = λnen for all n ≥ 1). It now remains to prove that (b) and (c)
hold in Theorem 1. Since T is compact and {en}∞n=1 is a bounded
sequence in H, [Kreyszig, Thm. 8.1-3] says that there is a subsequence
1 ≤ n1 < n2 < ... such that (Tenj

) converges in H as j → ∞. Since
every convergent sequence is Cauchy we have

||Tenj
− Ten′

j
|| → 0 as j, j ′ → ∞.(6)

But Tenj
= λnj

enj
, and these vectors are mutually orthogonal for dis-

tinct j’s. Hence by Pythagoras’ formula we have for all j < j ′,

||Tenj
− Ten′

j
||2 = ||λnj

enj
||2 + ||λnj′

enj′
||2 = |λnj

|2 + |λnj′
|2.(7)

Together, (6) and (7) imply that limj→∞ |λnj
|2 = 0. Hence, since |λ1| ≥

|λ2| ≥ ..., the full sequence (λn) converges to 0, i.e. (c) holds.
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To prove (b), first note that if x ∈ N (T ) then x ⊥ en for each n, using
(5) and λn 6= 0. Hence N (T ) ⊂ Span({en}∞n=1)

⊥. Conversely, assume
x ∈ Span({en}∞n=1)

⊥. Then x ∈ Hn for all n, and since ||T|Hn
|| ≤ |λn|

we have ||Tx|| ≤ |λn| · ||x||. This is true for all n, and limn→∞ λn = 0,
hence ||Tx|| = 0, i.e. x ∈ N (T ). Hence N (T ) ⊃ Span({en}∞n=1)

⊥, and
thus N (T ) = Span({en}∞n=1)

⊥. Now (b) is completely proved.
�

Second proof of Theorem 1

Let us restrict to the case K = C, since Kreyszig only works with
this case in his Chapter 9.

Let T : H → H be as in Theorem 1, i.e. T is a compact and self-
adjoint operator. Since T is compact it is bounded, and hence the
Spectral Theorem [Kreyszig, Thm. 9.9-1] applies to T , i.e. if (Eλ) is
the spectral family associated with T then

T =

∫ M

m−0

λ dEλ

Here

m = inf
||x||=1

〈Tx, x〉, M = inf
||x||=1

〈Tx, x〉,

and we know that (Eλ) is a spectral family on the interval [m, M ] ⊂ R.
For convenience we fix some arbitrary real numbers A < 0 < B such

that A < m and M < B; then

T =

∫ B

A

λ dEλ

Let us write Yλ = Eλ(H); this is a closed subspace of H, and Eλ is the
projection of H onto Yλ

Let us assume that there is some λ0 > 0 such that dim Y ⊥
λ0

= ∞. (We
will show that this leads to a contradiction.) We have EλEλ0

= Eλ for
all λ ≤ λ0 and EλEλ0

= Eλ0
for all λ ≥ λ0 (see [Kreyszig, Thm. 9.6-

1]); hence TEλ0
=

(∫ B

A
λ dEλ

)

Eλ0
=

∫ λ0

A
λ dEλ (since the corresponding

identity holds for each approximating Riemann sum) and thus

T (I − Eλ0
) =

∫ B

λ0

λ dEλ =

∫ B

λ0

λ0 dEλ = λ0(EB − Eλ0
) = λ0(I − Eλ0

).

(The =-relation holds because it is clearly true for each approximating
Riemann sum.) But note that (I − Eλ0

) is projection of H onto Y ⊥
λ0

,

hence for each vector y ∈ Y ⊥
λ0

we have (I−Eλ0
)(y) = y and thus, by the

definition of “=” ([Kreyszig, p. 470(1)]), 〈Ty, y〉 ≥ 〈λ0y, y〉 = λ0||y||2.



8 ANDREAS STRÖMBERGSSON

Combining this with Schwarz’ inequality, ||Ty||·||y|| ≥ 〈Ty, y〉, we have
proved

||Ty|| ≥ λ0||y||, ∀y ∈ Y ⊥
λ0

.(8)

But dim Y ⊥
λ0

= ∞; hence there is an infinite orthonormal sequence

e1, e2, ... in Y ⊥
λ0

, and from (8) we get, for all j 6= i,

||Tej − Tei|| ≥ λ0||ej − ei|| =
√

2 · λ0.

This shows that there can not exist any subsequence j1 < j2 < ... such
that (Tej`

) is Cauchy. But (ej) is a bounded sequence in H, hence this
contradicts the fact that T is compact (see [Kreyszig, Thm. 8.1-3]).

This contradiction shows that we must discard our assumption that
dim Y ⊥

λ0
= ∞. Hence we have proved that dim Y ⊥

λ0
is finite for each

λ0 > 0.
Hence d(λ) = dim Y ⊥

λ is a function from R+ to Z≥0, the set of non-
negative integers. Since d(λ) is decreasing and right continuous (by
the definition of spectral family), we see that for each n ∈ Z≥0 the set
{λ > 0 | d(λ) = n} is either empty or an interval of the form R+∩[µ, µ′).
It follows that there is an infinite sequence B = µ1 > µ2 > ... of
positive numbers such that d(λ) is constant on each interval [µj, µj−1),
and limj→∞ µj = 0. (Note that we do not require d(λ) to have a jump
discontinuity at each point µj; the reason for this is that we want to
have a notation which works also if limλ→0+ d(λ) is finite: In this case
we may choose B = µ1 > µ2 > ... > µM > 0 so that d(λ) is constant on
(0, µM) and on each [µj, µj−1); then add extra “dummy” points tending
to 0, say µM+j = 2−jµM for j = 1, 2, 3, ....)

It now follows easily from the definition of the “spectral Riemann-
Stieltjes integral” that:

∫ B

0

λ dEλ =

∞
∑

j=1

µj(Eµj
− Eµj+1

) (convergence in B(H, H)).(9)

[Detailed proof: Let Pn be the partition of [0, B] which is obtained by
splitting at the points 0 < µn < µn−1 < ... < µ1 = B and then, for
each 2 ≤ j ≤ n, subdividing the interval (µj, µj−1) into n equal parts.
Then by construction η(Pn) → 0 as n → ∞, and hence limn→∞ s(Pn) =
∫ B

0
λ dEλ. But d(λ) is constant on each interval [µj, µj−1) and hence

so is Eλ. Hence the contribution from the interval [µj, µj−1) to s(Pn)
equals µj(Eµj

− Eµj+1
), regardless of the subdivision of this interval.

Thus s(Pn) = µn(Eµn
− E0) +

∑n−1

j=1
µj(Eµj

− Eµj+1
). But Eµn

− E0 is



SPECTRAL THEOREM FOR COMPACT, SELF-ADJOINT OPERATORS 9

a projection and hence of norm ≤ 1, so that

||s(Pn) −
n−1
∑

j=1

µj(Eµj
− Eµj+1

)|| = ||µn(Eµn
− E0)|| ≤ µn → 0 as n → ∞.

From this fact together with limn→∞ s(Pn) =
∫ B

0
λ dEλ it follows that

limn→∞

∑n−1

j=1
µj(Eµj

− Eµj+1
) =

∫ B

0
λ dEλ, i.e. (9) holds.]

Now for each j ≥ 1, Eµj
− Eµj+1

is the projection of H onto Zj :=
Yµj

	 Yµj+1
, the orthogonal complement of Yµj+1

in Yµj
(see [Kreyszig,

Thm. 9.6-2(b)]). Note that Zj = Y ⊥
µj+1

	 Y ⊥
µj

and hence Zj has finite

dimension, dim Zj = d(µj+1) − d(µj) (this may be 0). The spaces
Z1, Z2, ... are mutually orthogonal, for if 1 ≤ j < i then µj+1 ≥ µi and
Zi ⊂ Yµi

⊂ Yµj+1
, and Yµj+1

is orthogonal to Zj by definition. Hence if
we choose an ON basis e1, ..., ed1

in Z1, and then choose an ON basis
ed1+1, ..., ed1+d2

in Z2, etc., we obtain an orthonormal sequence e1, e2, ...

in H. This sequence may be finite or infinite. Since Eµj
− Eµj+1

is
projection onto Zj we have (Eµj

− Eµj+1
)(x) =

∑

ek∈Zj
〈x, ek〉ek, for

each j. Hence, if we define λk := µj for each ek ∈ Zj, it follows from
(9) that

(

∫ B

0

λ dEλ

)

(x) =
∑

k

λk〈x, ek〉ek, ∀x ∈ H.(10)

Note that by our construction we have λ1 ≥ λ2 ≥ ..., all these numbers
are positive, and if this sequence is infinite then limk→∞ λk = 0. Note
also Zj ⊂ Y ⊥

0 for each j, since Zj ⊥ Yµj+1
and Y0 ⊂ Yµj+1

.
Negative λ can be treated in a very similar way, and we will just

give an outline: To start, let λ0 < 0 be arbitrary. One notes TEλ0
5

∫ λ0

A
λ0 dEλ = λ0Eλ0

, and hence 〈Ty, y〉 ≤ λ0||y||2 < 0 for all y ∈ Yλ0
;

by Schwarz’ inequality this leads to

||Ty|| ≥ |λ0| · ||y||, ∀y ∈ Yy0
.

Using this one proves by a similar argument as before that dim Yλ0
<

∞. (Note: now this is for Yλ0
, not Y ⊥

λ0
!) Using this one can see that

there is an infinite sequence A = ν1 < ν2 < ... of negative numbers such
that dim Yλ is constant on each interval [νj, νj+1), and limj→∞ νj = 0.
It follows that

∫

0

A

λ dEλ =

∞
∑

j=2

νj(Eνj
− Eνj−1

) (convergence in B(H, H)).(11)

This formula implies that there is an orthonormal (finite or infinite)
sequence f1, f2, ... in Y0 and corresponding negative numbers λ′

1 ≤ λ′
2 ≤
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..., with limk→∞ λ′
k = 0 if the sequence is infinite, such that

(

∫

0

A

λ dEλ

)

(x) =
∑

k

λ′
k〈x, fk〉fk, ∀x ∈ H.(12)

Together (10) and (12) give, for all x ∈ H,

Tx =
(

∫ B

A

λ dEλ

)

(x) =
∑

k

λk〈x, ek〉ek +
∑

k

λ′
k〈x, fk〉fk.(13)

Note here that ek ⊥ fk′ for all k, k′, since ek ∈ Y ⊥
0 and fk′ ∈ Y0.

Hence any merging of the sequences (ek) and (fk) is a new orthonormal
sequence. It now follows immediately from (13) that Tek = λkek for
all ek, and Tek = λ′

kfk for all fk. We also see from (13) that Tx = 0 if
and only if 〈x, ek〉 = 0 and 〈x, fk〉 = 0 for all ek, fk, that is,

N (t) = Span({ek} ∪ {fk})⊥.

We now see that all claims in Theorem 1 are fulfilled, except that we
have slightly different notation: To obtain the notation in Theorem
1 we may simply form the “merged” sequence e1, f1, e2, f2, ... (appro-
priately modified if one or both of {ek} and {fk} are finite), and the
corresponding sequence of eigenvalues.

�

Problems

1. Let A : H → H be a compact, self-adjoint operator. Assume that
A is positive, i.e. 〈Ax, x〉 ≥ 0 for all x ∈ H. Let n ≥ 2. Prove that
there exists a bounded operator B : H → H such that Bn = A.

2. Prove that the compactness assumption is necessary in Lemma
2: In precise terms, construct an example of a bounded self-adjoint
operator T : H → H such that ||Tx0|| < ||T || for all unit vectors x0.
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