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Abstract

This thesis concerns certain long run (ergodic) properties of stochastic
sequences arising from random iteration of functions. In each iteration
step a random variable from a specified stochastic controlling sequence
is used to determine which function to iterate among functions from an
iterated function system with in general an arbitrary number of mappings.

Weak distributional ergodic theorems and theorems of law of large num-
bers type are proved under average contractivity and stochastic bounded-
ness assumptions.

Papers [A] and [B], which are related, treat random iteration of func-
tions where the function to iterate in each step depends on the previous
choices (controlling semi-Markov chain and regenerative sequence, respec-
tively).

Paper [C] concerns random (i.i.d.) iteration of functions, and some ap-
plications within the ergodic theory of Markov chains. A (weak) distribu-
tional ergodic theorem including rates of convergence in the Kantorovich
distance is proved.

Papers [D] and [E] are closely related and treat independent (asymptot-
ically i.i.d.) iteration of functions, i.e. non-homogeneous (asymptotically



homogeneous) Markov chains. In paper [D], distributional ergodic theo-
rems are proved for iterated function systems with compact state space
and a countable number of functions satisfying stability conditions. The
results in Paper [E] generalize the distributional ergodic theorem of Pa-
per [C]. As a consequence, information on how asymptotically vanishing
perturbations influence the convergence rate is obtained.
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