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#### Abstract

A functional limit theorem is proved for multitype continuous time Markov branching processes. As consequences, we obtain limit theorems for the branching process stopped by some stopping rule, for example when the total number of particles reaches a given level.

Using the Athreya-Karlin embedding, these results yield asymptotic results for generalized Pólya urns. We investigate such results in detail and obtain explicit formulas for the asymptotic variances and covariances. The general formulas involve integrals of matrix functions; we show how they can be evaluated and simplified in important special cases. We also consider the numbers of drawn balls of different types and functional limit theorems for the urns.

We illustrate our results by some examples, including several applications to random trees where our theorems and variance formulas give simple proofs of some known results; we also give some new results.


## 1. Introduction

Consider a generalized Pólya urn process $\left(X_{n}\right)_{n=0}^{\infty}$ defined as follows. (This process is also known as a generalized Pólya-Eggenberger urn or a generalized Friedman urn, cf. [18], [50], [22].) There are balls of $q$ types (or colours) $1, \ldots, q$, and each $X_{n}$ is a vector $\left(X_{n 1}, \ldots, X_{n q}\right)$, where $X_{n i} \geq 0$ is the number of balls of type $i$ in the urn at time $n$. The urn starts with a given vector $X_{0}$, random or not. We always assume $\mathbb{E}\left|X_{0}\right|^{2}<\infty$. (Indeed, in most applications $X_{0}$ is non-random, and otherwise we may when necessary condition on $X_{0}$.) We are further given, for each type $i$, an activity (or weight) $a_{i} \geq 0$ (typically $a_{i}=1$, but sometimes different $a_{i}$ are useful [2]; we will even find use for $a_{i}=0$ ), and a random $q$-dimensional vector $\xi_{i}=\left(\xi_{i 1}, \ldots, \xi_{i q}\right)$ with integer coordinates. (Actually, only the distribution of $\xi_{i}$ matters.) We usually further assume that, almost surely,

$$
\begin{align*}
& \xi_{i j} \geq 0, \quad j \neq i  \tag{1.1}\\
& \xi_{i i} \geq-1 \tag{1.2}
\end{align*}
$$

(Relaxation of these requirements, allowing further negative values, will be discussed in Remark 4.2.) The urn evolves according to a Markov process. At each time $n \geq 1$, one of the balls in the urn is drawn at random

[^0]such that the probability of drawing a particular ball of type $i$ is proportional to the activity $a_{i}$, i.e. the probability of drawing a ball of type $i$ is $a_{i} X_{n-1, i} / \sum_{j} a_{j} X_{n-1, j}$. (In particular, if every $a_{i}=1$, a ball is drawn uniformly at random.) The drawn ball is returned to the urn together with $\Delta X_{n j}$ balls of type $j$, for each $j=1, \ldots, q$, where $\Delta X_{n}=\left(\Delta X_{n 1}, \ldots, \Delta X_{n q}\right)$ is a random vector such that if the drawn ball has type $i$, then $\Delta X_{n}$ has the same distribution as $\xi_{i}$ and is independent of everything else that has happened so far. (In many applications, the replacement vectors $\xi_{i}$ are deterministic and the randomness enters solely through the the random draws.)

Note that (1.1) means that we may add but never remove balls of other types than the drawn one, while (1.2) means that $\Delta X_{n i}=-1$ is allowed when $i$ is drawn, meaning that the drawn ball is removed (with or without addition of balls of other types). Indeed, the rule above may also be stated as: The drawn ball is removed and, if it had type $i$, we add a number of new balls with the distribution of $\left(\xi_{i j}+\delta_{i j}\right)_{j=1}^{q}$. This is often a more natural formulation, and explains (1.2) better. Note that, in both versions, $\xi_{i}$ describes the change in the composition of the urn when a ball of type $i$ is drawn.

If the urn ever becomes empty, or, more generally, there are no balls with non-zero activity left, the process stops (extinction). We are only interested in urns where there is a positive probability of non-extinction, and our main goal is to describe the asymptotics of the urn conditioned on non-extinction. Indeed, in typical applications extinction cannot occur at all.

For some specific examples and applications, see Section 7.
Urn models of this type have been studied by many authors, including [13], [14], [53], [22], [21], [8], [9], [33], [10], [23], [55], [11], [38], [12], [20].

We will use the method of Athreya and Karlin [8], see also [9, §V.9], and study the urn process by embedding it into a multitype continuous time Markov branching process $\mathcal{X}(t)=\left(\mathcal{X}_{1}(t), \ldots, \mathcal{X}_{q}(t)\right)$. This process is defined using the same data $a_{i}$ and $\xi_{i}, i=1, \ldots, q$, as above and an initial vector $\mathcal{X}(0)=X_{0}$. In this process we assume that a ball (particle) of type $i$ lives an exponentially distributed time with mean $a_{i}^{-1}$, i.e. it dies with intensity $a_{i}$, and when it dies, it is replaced by a set of balls with the distribution given by $\left(\xi_{i j}+\delta_{i j}\right)_{j=1}^{q}$, all life times and offspring compositions being independent. Alternatively, when $\xi_{i i} \geq 0$ a.s., the ball lives for ever and at random times according to a Poisson process with intensity $a_{i}$, it gives birth to a new litter of balls with the distribution given by $\xi_{i}$. (Unfortunately, the embedding is exemplified in [8] and [9] only with urn processes where the drawn ball is returned, which in our notation means $\xi_{i i} \geq 0$. It is clear from [8], [9] that the results hold also when the drawn ball is removed, as observed in e.g. [10], [2], but some authors have overlooked this.) We assume throughout that all variables $\xi_{i}$ have finite mean (and variance, see (A2) below); this is sufficient to prevent explosion and guarantees that the process $\mathcal{X}(t)$ exists for all $t \geq 0[9, \S \mathrm{~V} .7]$. We define $\mathcal{X}(t)$ to be right-continuous.

Let $\tau_{0}=0$, and let $\tau_{n}, n \geq 1$, be the $n$ :th time a ball dies (splits). It is easily shown [8], [9] that the process $\left(\mathcal{X}\left(\tau_{n}\right)\right)_{n=0}^{\infty}$ equals (in distribution) $\left(X_{n}\right)_{n=0}^{\infty}$; hence limit theorems for $X_{n}$ can be derived from limit theorems for $\mathcal{X}(t)$. The processes $\mathcal{X}(t), t \geq 0$, and $X_{n}, n \geq 0$, are the same up to a random time change (extending the parameter $n$ to real values). However, since $\mathcal{X}(t)$ grows exponentially (Lemma 9.8), the time scales are different.

In several applications, see e.g. Examples 7.4 and 7.7, urn processes not satisfying (1.1) and (1.2) appear. Although the embedding method by Athreya and Karlin does not apply directly, it can be modified to handle this case too, in at least two ways. First, in many cases, it is possible to transform the urn process into a different urn process satisfying the conditions above, using a "superball" argument, see Remark 4.2. Secondly, even if $\xi_{i j}$ are arbitrary integers, but we for simplicity assume that they are such that the process never gets stuck, it is possible to define the corresponding continuous time process; this is a generalized branching process where the death of one ball may force the removal of others (like the ancient practices of sacrificing slaves or burning widows), and under appropriate conditions, the results extend to this case too. For simplicity, we nevertheless assume (1.1) and (1.2) in the main parts of the paper, and discuss these extensions in Remark 4.2 and some examples.

Our main results are stated in Section 3; we first introduce some notation and basic assumptions in Section 2. Some extensions, and problems for future research, are discussed in Section 4. We aim at directly applicable results where, in the case of normal limits, the asymptotic variances and covariances are given explicitly, by formulas computable using linear algebra. The formulas in Section 3 are given by integrals. Some simplifications and evaluations of the formulas in important special cases are given in Section 5; see also the examples in Section 7. We discuss how our results and methods relate to some previous papers in Section 6.

In Section 7, we give some examples and applications of our results. In particular, urn processes have been used by several authors to study various classes of random trees, see e.g. the "fringe analysis" in [2]. We review several such applications and show how some old (and a few new) results follow easily from our theorems. See also [32], which may serve as an easier introduction to such applications. Finally, the proofs of the main results are given in Sections 8-11.

Acknowledgements. This research was begun more than ten years ago, inspired by a talk by Hosam Mahmoud at a conference on Random Graphs in Poznań 1991; I thank Hosam Mahmoud and others for interesting discussions over the years. The research has partly been carried out during visits to the Mittag-Leffler Institute in Djursholm, Sweden and the Isaac Newton Institute for Mathematical Sciences in Cambridge, U.K.

## 2. Preliminaries

We let $A$ denote the $q \times q$ matrix

$$
\begin{equation*}
A:=\left(a_{j} \mathbb{E} \xi_{j i}\right)_{i, j=1}^{q} \tag{2.1}
\end{equation*}
$$

The matrix $A$ and its eigenvalues will play a central role.
Note our choice of notation; in the main case when $a_{j}=1, A_{i j}=\mathbb{E} \xi_{j i}$ and the $j$ :th column of $A$ is the expected change when a ball of type $j$ is drawn (splits). It may seem more natural to consider the transpose $A^{\prime}$, and this is done by other authors (which should be remembered when comparing the results). The reason for our choice is that we will use the standard notation where a matrix is regarded as an operator acting on column vectors to the right. (In contrast to the standard notation for Markov chains, where the transition matrix acts on row vectors to the left.)

By (1.1), $A+\alpha I$ is a non-negative matrix if $\alpha$ is large enough, so by the standard Perron-Frobenius theory, $A$ has a largest real eigenvalue $\lambda_{1}$ such that every other eigenvalue $\lambda$ satisfies $\operatorname{Re} \lambda<\lambda_{1}$ (see e.g. [54, Chapter 1 and Theorem 2.6] or [35, Appendix 2]). We order the eigenvalues with decreasing real parts: $\lambda_{1}>\operatorname{Re} \lambda_{2} \geq \operatorname{Re} \lambda_{3} \geq \ldots$.

We write $i \succ j$ if it is possible to find a ball of type $j$ in an urn beginning with a single ball of type $i$, i.e. if $\left(A^{n}\right)_{j i}>0$ for some $n \geq 0$. The relation $\succ$ is transitive and reflexive, so it partitions the set of all types into equivalence classes $\mathcal{C}_{1}, \ldots, \mathcal{C}_{\nu}$ such that $i$ and $j$ belong to the same class if and only if $i \succ j$ and $j \succ i$; moreover, $\succ$ induces a partial order among the equivalence classes. We say that a type $i$ is dominating if $i \succ j$ for every type $j$; similarly a class $\mathcal{C}_{k}$ is dominating if some (and then every) $i \in \mathcal{C}_{k}$ is dominating.

Note that if we order the classes suitably, and take the types in this order, $A$ becomes a block triangular matrix, see [37] for a detailed treatment. Hence the set of eigenvalues of $A$ (with multiplicities) is the union of the sets of eigenvalues of the restrictions of $A$ to the classes $\mathcal{C}_{k}$; we say that an eigenvalue belongs to a class if it is an eigenvalue of the restriction of $A$ to this class.

The urn or branching process (or $A$ ) is irreducible (or positive regular, which is equivalent in continuous time) if there is only one equivalence class, i.e. if $i \succ j$ for any types $i$ and $j$; equivalently, every type is dominating.

We are mainly interested in the irreducible case, but for an important technical reason, see for example the proof of Theorem 3.21, we will state our results somewhat more generally.

Our basic assumptions are as follows (but see Remark 4.2):
(A1) (1.1) and (1.2) hold, i.e. $\xi_{i j}+\delta_{i j} \geq 0$ a.s. for all $i$ and $j$.
(A2) $\mathbb{E} \xi_{i j}^{2}<\infty$ for all $i, j=1, \ldots, q$.
(A3) The largest real eigenvalue $\lambda_{1}$ of $A$ is positive, $\lambda_{1}>0$.
(A4) The largest real eigenvalue $\lambda_{1}$ is simple.
(A5) There exists a dominating type $i$ with $X_{0 i}>0\left(\mathcal{X}(0)_{i}>0\right)$, i.e. we start with at least one ball of a dominating type.
(A6) $\lambda_{1}$ belongs to the dominating class.
We assume that the classes are ordered so that $\mathcal{C}_{1}$ is the dominating class.
(A1) is already discussed. (A2) is essential since we use $L^{2}$ theory. (A3) says that the branching process $\mathcal{X}(t)$ is supercritical, and implies that $\mathcal{X}(t)$, and thus $X_{n}$, has a positive probability of non-extinction. (Non-extinction is also possible in some exceptional cases with $\lambda_{1}=0$, for example when the balls always have exactly one child, and thus change type according to a Markov chain. We do not treat these cases.)

Note that (A4), (A5) and (A6) hold when $A$ is irreducible [35], [54]. In the reducible case, (A5) is only a weak restriction; if we consider a case with a single ball initially, we may ignore all types that cannot occur and then (A5) holds. (A4) and (A6) are more significant restrictions; see [37] (which treats the related case of multitype Galton-Watson processes in discrete time) or [38] for some complications that otherwise can occur.

We say that the process becomes essentially extinct if at some time there are no balls of any dominating type left. Note that if we restrict attention to the balls of the dominating types, we have an irreducible multitype GaltonWatson process, and essential extinction means that this restricted process becomes extinct. For irreducible processes (our main concern), essential extinction is thus the same as extinction.

For most applications, the following lemma yields convenient criteria (possibly combined with Remark 4.2).
Lemma 2.1. If $A$ is irreducible, (A1) and (A2) hold, $\sum_{j} \mathbb{E} \xi_{i j} \geq 0$ for every $i$ and $\sum_{j} \mathbb{E} \xi_{i j}>0$ for some $i$, then (A1)-(A6) hold and (essential) extinction is impossible.

Proof. The conditions imply that the total number of balls never decreases, which guarantees non-extinction. Since the process is irreducible, this is the same as essential non-extinction. We have already remarked that (A4)-(A6) hold when $A$ is irreducible. Finally, it is easy to see that the conditions imply (A3), cf. [54, Theorem 1.1, Corollary 1].

We collect various facts and notations that will be used throughout the paper, usually without further comment.

We will often regard $A$ and other matrices as linear operators in $\mathbb{R}^{q}$ or $\mathbb{C}^{q}$, or in some invariant subspace thereof. In this context, vectors in $\mathbb{C}^{q}$, in particular $X_{n}$ and $\mathcal{X}(t)$, are always regarded as column vectors. Consequently, by an eigenvector of $A$ we mean a right eigenvector; a left eigenvector is the same as an eigenvector of the transpose matrix $A^{\prime}$.

Note that if $u$ and $v$ are vectors in $\mathbb{C}^{q}$, then $u^{\prime} v$ is a scalar while $u v^{\prime}$ is a $q \times q$ matrix. We also use the notation $u \cdot v$ for $u^{\prime} v$.

We use $|\cdot|$ for the norm of both vectors and matrices. (The choice of matrix norm is irrelevant.)

We let $a$ denote the (column) vector $\left(a_{1}, \ldots, a_{q}\right)$ of activities, and let $u_{1}$ and $v_{1}$ denote left and right eigenvectors of $A$ corresponding to the largest
eigenvalue $\lambda_{1}$, i.e. vectors satisfying

$$
u_{1}^{\prime} A=\lambda_{1} u_{1}^{\prime}, \quad A v_{1}=\lambda_{1} v_{1} .
$$

By (A4) $u_{1}$ and $v_{1}$ are unique up to scalar factors, and by the PerronFrobenius theory [35], [54], (applied to $A+\alpha I$ for suitable $\alpha$ ), they may be chosen non-negative.

If the process is irreducible, all entries of $u_{1}$ and $v_{1}$ are strictly positive [35], [54]. In general, it follows easily from this result applied to the restriction to the dominating class $\mathcal{C}_{1}$ together with (A6) that $v_{1 i}>0$ for every $i$ while $u_{1 i}>0$ if $i \in \mathcal{C}_{1}$ (i.e., $i$ is dominating) and $u_{1 i}=0$ otherwise.

The scalar products $u_{1} \cdot v_{1}$ and $a \cdot v_{1}$ thus are both positive, and we may assume that $v_{1}$ and $u_{1}$ are normalized such that

$$
\begin{gather*}
a \cdot v_{1}=a^{\prime} v_{1}=v_{1}^{\prime} a=1,  \tag{2.2}\\
u_{1} \cdot v_{1}=u_{1}^{\prime} v_{1}=v_{1}^{\prime} u_{1}=1 . \tag{2.3}
\end{gather*}
$$

This determines $u_{1}$ and $v_{1}$, and we fix this choice of $u_{1}$ and $v_{1}$ throughout the paper. (Otherwise, obvious normalization factors would enter into some formulas.)

We will use the Jordan decomposition of the matrix $A$ in the following form, see e.g. [49, Theorem 7.6]: There exists a decomposition of the complex space $\mathbb{C}^{q}$ as a direct sum $\bigoplus E_{\lambda}$ of generalized eigenspaces $E_{\lambda}$, such that $A-\lambda$ is a nilpotent operator on $E_{\lambda}$; here $\lambda$ ranges over the set $\Lambda$ of eigenvalues of $A$. $(A-\lambda$ denotes $A-\lambda I$, where $I$ is the identity matrix of appropriate size.) In other words, there exist projections $P_{\lambda}, \lambda \in \Lambda$, that commute with $A$ and satisfy

$$
\begin{gather*}
\sum_{\lambda \in \Lambda} P_{\lambda}=I,  \tag{2.4}\\
A P_{\lambda}=P_{\lambda} A=\lambda P_{\lambda}+N_{\lambda}, \tag{2.5}
\end{gather*}
$$

where $N_{\lambda}=P_{\lambda} N_{\lambda}=N_{\lambda} P_{\lambda}$ is nilpotent. Moreover, $P_{\lambda} P_{\mu}=0$ when $\lambda \neq$ $\mu$. We let $d_{\lambda} \geq 0$ be the integer such that $N_{\lambda}^{d_{\lambda}} \neq 0$ but $N_{\lambda}^{d_{\lambda}+1}=0$. (Equivalently, in the Jordan normal form of $A$, the largest Jordan block with $\lambda$ on the diagonal has size $d_{\lambda}+1$.) Hence $d_{\lambda}=0$ if and only if $N_{\lambda}=0$, and this happens for all $\lambda$ if and only if $A$ is diagonalizable, i.e. if and only if $A$ has a complete set of $q$ linearly independent eigenvectors.

Note, by taking transposes in (2.4) and (2.5), that $P_{\lambda}^{\prime}$ and $N_{\lambda}^{\prime}$ are the corresponding projections and nilpotent operators for $A^{\prime}$.

We define, for $k=0,1, \ldots$, the quotient space $E_{\lambda, k}:=E_{\lambda} / N_{\lambda}^{k+1} E_{\lambda}$ and the projection $Q_{\lambda, k}: E_{\lambda} \rightarrow E_{\lambda, k}$, noting that $E_{\lambda, d_{\lambda}}=E_{\lambda}$ and $Q_{\lambda, d_{\lambda}}=I$. Then $N_{\lambda}: E_{\lambda} \rightarrow E_{\lambda}$ induces a map $N_{\lambda}: E_{\lambda, k} \rightarrow E_{\lambda, k+1}$, and if $0 \leq j \leq k$,

$$
\begin{equation*}
N_{\lambda}^{j} Q_{\lambda, k-j}=Q_{\lambda, k} N_{\lambda}^{j}: E_{\lambda} \rightarrow E_{\lambda, k} \tag{2.6}
\end{equation*}
$$

Since we assume that $\lambda_{1}$ is a simple eigenvalue, $N_{\lambda_{1}}=0$ and $d_{\lambda_{1}}=0$, and $P_{\lambda_{1}}$ is the one-dimensional projection

$$
\begin{equation*}
P_{\lambda_{1}}=v_{1} u_{1}^{\prime} . \tag{2.7}
\end{equation*}
$$

In the sequel, $\lambda$ will always denote an eigenvalue of $A$. (Formally, the results hold for other $\lambda$ too if we then set $P_{\lambda}=N_{\lambda}=0$.)

We recall that matrix exponentials may be defined by power series; for example $e^{t A}=\sum_{j=0}^{\infty} t^{j} A^{j} / j$ !. We have, using (2.5) and commutativity,

$$
\begin{align*}
P_{\lambda} e^{t A} & =e^{t A} P_{\lambda}=P_{\lambda} \sum_{j=0}^{\infty} \frac{t^{j}}{j!}\left(P_{\lambda} A\right)^{j}=P_{\lambda} e^{t P_{\lambda} A}=P_{\lambda} e^{\lambda t P_{\lambda}+t N_{\lambda}} \\
& =P_{\lambda} e^{\lambda t P_{\lambda}} e^{t N_{\lambda}}=P_{\lambda} e^{\lambda t} \sum_{j=0}^{d_{\lambda}} \frac{t^{j}}{j!} N_{\lambda}^{j} \tag{2.8}
\end{align*}
$$

and thus, by (2.4),

$$
\begin{equation*}
e^{t A}=\sum_{\lambda} \sum_{j=0}^{d_{\lambda}} \frac{t^{j}}{j!} e^{\lambda t} P_{\lambda} N_{\lambda}^{j} \tag{2.9}
\end{equation*}
$$

Some immediate consequences are

$$
\begin{equation*}
\left|P_{\lambda} e^{t A}\right| \leq C(1+|t|)^{d_{\lambda}} e^{\operatorname{Re} \lambda t}, \quad-\infty<t<\infty \tag{2.10}
\end{equation*}
$$

and more generally, for $0 \leq k \leq d_{\lambda}$,

$$
\begin{equation*}
\left|Q_{\lambda, k} P_{\lambda} e^{t A}\right| \leq C(1+|t|)^{k} e^{\operatorname{Re} \lambda t}, \quad-\infty<t<\infty \tag{2.11}
\end{equation*}
$$

and, using (A4),

$$
\begin{equation*}
\left|e^{t A}\right| \leq C e^{\lambda_{1} t}, \quad 0 \leq t<\infty \tag{2.12}
\end{equation*}
$$

where, as sometimes later, $C$ denotes unspecified constants that may depend on the data $q, a_{i}, \xi_{i}, X_{0}$.

As is well-known since decades [36], [5], [6], the asymptotic behavior depends on whether there is any eigenvalue beside $\lambda_{1}$ with a real part $>\lambda_{1} / 2$. We thus define $\Lambda_{I}:=\left\{\lambda \in \Lambda: \operatorname{Re} \lambda<\lambda_{1} / 2\right\}, \Lambda_{I I}:=\left\{\lambda \in \Lambda: \operatorname{Re} \lambda=\lambda_{1} / 2\right\}$, $\Lambda_{I I I}:=\left\{\lambda \in \Lambda: \operatorname{Re} \lambda>\lambda_{1} / 2\right\} ;$ hence $\Lambda$ is the disjoint union $\Lambda_{I} \cup \Lambda_{I I} \cup \Lambda_{I I I}$. We further define $P_{I}:=\sum_{\lambda \in \Lambda_{I}} P_{\lambda}$, the projection onto the sum of the generalized eigenspaces with $\operatorname{Re} \lambda<\lambda_{1} / 2$.

For later use, we define the following matrices.

$$
\begin{align*}
B_{i} & :=\mathbb{E}\left(\xi_{i} \xi_{i}^{\prime}\right)  \tag{2.13}\\
B & :=\sum_{i=1}^{q} v_{1 i} a_{i} B_{i},  \tag{2.14}\\
\Sigma_{I} & :=\int_{0}^{\infty} P_{I} e^{s A} B e^{s A^{\prime}} P_{I}^{\prime} e^{-\lambda_{1} s} d s  \tag{2.15}\\
\Sigma_{I I} & :=\sum_{\lambda \in \Lambda_{I I}} P_{\lambda} B P_{\lambda}^{\prime}=\sum_{\lambda \in \Lambda_{I I}} P_{\lambda} B P_{\lambda}^{*}  \tag{2.16}\\
\Sigma_{I I, d} & :=\frac{1}{(2 d+1) d!^{2}} \sum_{\lambda \in \Lambda_{I I}} N_{\lambda}^{d} P_{\lambda} B P_{\lambda}^{*}\left(N_{\lambda}^{*}\right)^{d} \tag{2.17}
\end{align*}
$$

where ${ }^{*}$ denotes Hermite conjugation and $d=0,1, \ldots$; thus $\Sigma_{I I, 0}=\Sigma_{I I}$.

Remark 2.2. Let $\xi_{*}$ be the random vector obtained by choosing $\xi_{i}$ for a random type $i$, with the probability $a_{i} v_{1 i}$ for type $i$. It follows from Theorem 3.28 below that this is the asymptotic distribution of the drawn types; thus $\xi_{*}$ is the asymptotic distribution of the added balls.

Then (2.14) says $B=\mathbb{E} \xi_{*} \xi_{*}^{\prime}$. Since, $\mathbb{E} \xi_{*}=\sum_{i=1}^{q} v_{1 i} a_{i} \mathbb{E} \xi_{i}$ and, by (2.1),

$$
\begin{equation*}
\sum_{i=1}^{q} v_{1 i} a_{i} \mathbb{E} \xi_{i}=\left(\sum_{i=1}^{q} v_{1 i} a_{i} \mathbb{E} \xi_{i j}\right)_{j=1}^{q}=\left(\sum_{i=1}^{q} v_{1 i} A_{j i}\right)_{j=1}^{q}=A v_{1}=\lambda_{1} v_{1} \tag{2.18}
\end{equation*}
$$

the covariance matrix of $\xi_{*}$ is given by

$$
\widehat{B}:=\mathbb{E} \xi_{*} \xi_{*}^{\prime}-\mathbb{E} \xi_{*} \mathbb{E} \xi_{*}^{\prime}=B-\lambda_{1}^{2} v_{1} v_{1}^{\prime}
$$

Not surprisingly, this quantity will appear below. Indeed, since $P_{\lambda} v_{1}=$ 0 when $\lambda \neq \lambda_{1}$, we may replace $B$ by $\widehat{B}$ in (2.15)-(2.17); this might be conceptually better, but we prefer $B$ for computations.

Example 2.3. Suppose that $a_{i}=1$ and $\sum_{j} \xi_{i j}=m$ for each $i$ and some fixed number $m$; in other words, the activities are equal and we always add exactly $m$ balls. (In the urn model, the total number of balls thus grows deterministically.) Then letting $\mathbf{1}$ denote the vector $(1, \ldots, 1)^{\prime}$,

$$
(\mathbf{1} A)_{i}=\sum_{j=1}^{q} A_{j i}=\sum_{j=1}^{q} \mathbb{E} \xi_{i j}=m
$$

for each $i$, so $\mathbf{1} A=m \mathbf{1}$. Thus $\lambda_{1}=m$ and $\mathbf{1}$ is a left eigenvector; the normalizations (2.2) and (2.3) yield $u_{1}=a=1$. By (2.7), $P_{\lambda_{1}} x=v_{1} u_{1}^{\prime} x=$ $(\mathbf{1} \cdot x) v_{1}=\left(\sum_{i} x_{i}\right) v_{1}$ for every vector $x=\left(x_{i}\right)_{1}^{q}$.

Example 2.4 (Friedman's urn I). A classic example is Friedman's urn [22], [21] (studied already by Bernstein [13], [14] and Savkevitch [53]), where $q=2, a_{1}=a_{2}=1, \xi_{1}=(\alpha, \beta)^{\prime}$ and $\xi_{2}=(\beta, \alpha)^{\prime}$ for some integers $\alpha$ and $\beta$. Thus, each time a ball is drawn (split), it is replaced together with $\alpha$ balls of the same type and $\beta$ of the opposite. We assume $\alpha \geq-1, \beta \geq 0$ and $\alpha+\beta>0$.

If $\beta=0$, we have the original Pólya urn [18], [50] which is reducible; (A4), (A5), (A6) fail so our results do not apply. Indeed, it is well known that $X_{n} / n$ converges to a Beta distribution instead of a constant as in Theorem 3.21 [50], [33].

If $\beta>0$, our assumptions hold. We have $A=\left(\begin{array}{cc}\alpha & \beta \\ \beta & \alpha\end{array}\right)$ with eigenvalues $\lambda_{1}=\alpha+\beta$ and $\lambda_{2}=\alpha-\beta$, and corresponding right and left eigenvectors $v_{1}=\frac{1}{2}(1,1)^{\prime}, v_{2}=\frac{1}{2}(1,-1)^{\prime}, u_{1}=(1,1)^{\prime}, u_{2}=(1,-1)^{\prime}$, cf. Example 2.3. Thus (2.14) yields $B=\frac{1}{2} B_{1}+\frac{1}{2} B_{2}=\frac{1}{2}\left(\begin{array}{cc}\alpha^{2}+\beta^{2} & 2 \alpha \beta \\ 2 \alpha \beta & \alpha^{2}+\beta^{2}\end{array}\right)$.

Note that $\lambda_{2}<\lambda_{1} / 2$ is equivalent to $\alpha<3 \beta$. In this case, $\Lambda_{I}=\left\{\lambda_{2}\right\}$, $\Lambda_{I I}=\emptyset$ and $\Lambda_{I I I}=\left\{\lambda_{1}\right\}$. Thus $\Sigma_{I I}=0$. Further, $P_{I}=P_{\lambda_{2}}=v_{2} u_{2}^{\prime}=$
$\frac{1}{2}\left(\begin{array}{rr}1 & -1 \\ -1 & 1\end{array}\right)$, and $P_{I} e^{s A}=e^{\lambda_{2} s} P_{I}$. Hence (2.15) yields

$$
\Sigma_{I}=P_{I} B P_{I}^{\prime} \int_{0}^{\infty} e^{\left(2 \lambda_{2}-\lambda_{1}\right) s} d s=\frac{(\alpha-\beta)^{2}}{4(3 \beta-\alpha)}\left(\begin{array}{rr}
1 & -1 \\
-1 & 1
\end{array}\right) .
$$

If $\alpha=3 \beta$, we have $\lambda_{2}=\lambda_{1} / 2$, and $\Lambda_{I}=\emptyset, \Lambda_{I I}=\left\{\lambda_{2}\right\}, \Lambda_{I I I}=\left\{\lambda_{1}\right\}$. Thus $P_{I}=0, \Sigma_{I}=0$ and

$$
\Sigma_{I I}=P_{\lambda_{2}} B P_{\lambda_{2}}^{\prime}=\frac{(\alpha-\beta)^{2}}{4}\left(\begin{array}{rr}
1 & -1 \\
-1 & 1
\end{array}\right) .
$$

If $\alpha>3 \beta$, then $\lambda_{2}>\lambda_{1} / 2$, and $\Lambda_{I}=\Lambda_{I I}=\emptyset, \Lambda_{I I I}=\left\{\lambda_{2}, \lambda_{1}\right\}, \Sigma_{I}=$ $\Sigma_{I I}=0$.

We state our results on convergence of stochastic processes using the usual function space $D$ of right-continuous functions with left-hand limits, always equipped with the Skorohod $J_{1}$-topology. Our processes will, however, be defined on several different intervals, so we will use several versions of $D$; we will also consider vector-valued processes. In general, for a finite-dimensional vector space $E$ and any (open, closed or half-open) interval $J \subseteq[-\infty, \infty]$, we let $D(J)=D(J, E)$ be the space of all right-continuous functions $J \rightarrow E$ with left-hand limits. We say that $f_{n} \rightarrow f$ in $D$ if there exists strictly increasing continuous maps $\lambda_{n}$ of $J$ onto itself such that $\lambda_{n} \rightarrow \iota$ (the identity map) and $f_{n} \circ \lambda_{n} \rightarrow f$ uniformly on compact subsets of $J$. When $f$ is continuous, this is equivalent to $f_{n} \rightarrow f$ uniformly on compact subsets of $J$. It is well-known that this topology is Polish, i.e. defined by some complete metric. (The case $J=[0,1]$ is discussed in detail in [15], and the case $J=[0, \infty)$ in [40], [27]. See also [30].) Note that both the space and the topology are changed if we add or remove an endpoint of $J$. If $Z_{n} \xrightarrow{\text { d }} Z$ in $D(J)$ for some processes $Z_{n}$ and $Z$ defined on $J$, and $Z$ is a.s. continuous, then the restrictions to any subinterval $J^{\prime} \subset J$ converge in $D\left(J^{\prime}\right)$.

## 3. Results

The basis of all our results for the branching process and generalized Pólya urns, is the following functional limit theorem for the branching process. (For previously known results, including parts of this theorem, see Section 6.) Since different normalizations (and different time scalings) are required for different components of $\mathcal{X}(t)$, the result is stated in terms of various projections of $\mathcal{X}(t)$; this is equivalent to stating results for scalar products $\eta \cdot \mathcal{X}(t)$, where the normalization depends on $\eta$, as is done by several other authors. The proof is given in Section 9.

Theorem 3.1. Assume (A1)-(A6). Then, as $t \rightarrow \infty, e^{-\lambda_{1} t} \mathcal{X}(t) \xrightarrow{\text { a.s. }} W v_{1}$, and, with joint convergence in distribution of all processes,
(i) $e^{-\lambda_{1}(t+x) / 2} P_{I} \mathcal{X}(t+x) \xrightarrow{\mathrm{d}} W^{1 / 2} U_{I}(x)$ in $D(-\infty, \infty)$; equivalently, $e^{-\lambda_{1} t / 2} P_{I} \mathcal{X}(t+x) \xrightarrow{\mathrm{d}} W^{1 / 2} e^{\lambda_{1} x / 2} U_{I}(x)$ in $D(-\infty, \infty)$;
(ii) for every $\lambda \in \Lambda_{I I}$ and $k=0, \ldots, d_{\lambda}$,

$$
t^{-(k+1 / 2)} e^{-\lambda x t} Q_{\lambda, k} P_{\lambda} \mathcal{X}(x t) \xrightarrow{\mathrm{d}} W^{1 / 2} U_{\lambda, k}(x) \quad \text { in } D[0, \infty) ;
$$

(iii) for every $\lambda \in \Lambda_{\text {III }}$ and $k=0, \ldots, d_{\lambda}$,

$$
t^{-k} e^{-\lambda t} Q_{\lambda, k} P_{\lambda} \mathcal{X}(t) \xrightarrow{\text { a.s. }} \frac{1}{k!} N_{\lambda}^{k} W_{\lambda}
$$

and thus

$$
(x t)^{-k} e^{-\lambda x t} Q_{\lambda, k} P_{\lambda} \mathcal{X}(x t) \xrightarrow{\mathrm{d}} \frac{1}{k!} N_{\lambda}^{k} W_{\lambda} \quad \text { in } D(0, \infty) .
$$

Here, $U_{I}$ and $U_{\lambda, k}$ are continuous Gaussian vector-valued stochastic processes, with $U_{I}(x)$ defined for $-\infty<x<\infty$ and $U_{\lambda, k}(x)$ defined for $0 \leq$ $x<\infty$, while $W_{\lambda}$ are vector-valued random variables, also regarded as constant stochastic processes. Moreover, $W$ is a non-negative random variable, related to $W_{\lambda_{1}}$ by $W=u_{1} \cdot W_{\lambda_{1}}$ and $W_{\lambda_{1}}=W v_{1}$.

The process $U_{I}$ is real, while the processes $U_{\lambda, k}$ and variables $W_{\lambda}$ are real for real $\lambda$ but complex otherwise, with $U_{\bar{\lambda}, k}=\overline{U_{\lambda, k}}$ and $W_{\bar{\lambda}}=\overline{W_{\lambda}}$. Furthermore, a.s., $U_{I}(x) \in E_{I}:=\bigoplus_{\lambda \in \Lambda_{I}} E_{\lambda}, U_{\lambda, k}(x) \in E_{\lambda, k}$, and $W_{\lambda} \in$ $E_{\lambda, 0}$. (Thus $N_{\lambda}^{k} W_{\lambda} \in E_{\lambda, k}$.)

The process $U_{I}$, the families $\left\{U_{\lambda, k}\right\}_{0 \leq k \leq d_{\lambda}}$ for different $\lambda \in \Lambda_{I I}$ with $\operatorname{Im} \lambda \geq 0$, and the family $\left\{W_{\lambda}\right\}_{\lambda \in \Lambda_{I I I}} \cup\{W\}$ are independent of each other.

The processes $U_{I}$ and $U_{\lambda, k}$ are characterized by being (jointly) Gaussian with mean 0 and covariances, for $0 \leq x \leq y$,

$$
\begin{equation*}
\mathbb{E}\left(U_{I}(x) U_{I}(y)^{\prime}\right)=\Sigma_{I} e^{(y-x)\left(A^{\prime}-\lambda_{1} / 2\right)}, \tag{3.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbb{E}\left(U_{\lambda, k}(x) U_{\mu, l}(y)^{\prime}\right)=c(k, l, x, y) Q_{\lambda, k} N_{\lambda}^{k} P_{\lambda} \Sigma_{I I} P_{\mu}^{\prime}\left(N_{\mu}^{\prime}\right)^{l} Q_{\mu, l}^{\prime} \tag{3.2}
\end{equation*}
$$

(which vanishes unless $\mu=\bar{\lambda}$ ), where

$$
\begin{align*}
c(k, l, x, y) & :=\frac{1}{k!l!} \int_{0}^{x} s^{k}(y-x+s)^{l} d s \\
& =\frac{1}{k!l!} \sum_{j=0}^{l}\binom{l}{j}(y-x)^{j} \frac{x^{k+l+1-j}}{k+l+1-j} . \tag{3.3}
\end{align*}
$$

The results above holds also if we condition $\mathcal{X}, W$ and $W_{\lambda}$ on $W>0$, or (which is a.s. the same) on essential non-extinction.

Remark 3.2. When $x=y$, (3.3) simplifies to

$$
c(k, l, x, x)=\frac{x^{k+l+1}}{k!!!(k+l+1)} .
$$

Remark 3.3. Taking $k=d_{\lambda}$ in (ii) or (iii), we have $Q_{\lambda, k}=I$ and we thus find the limit of $P_{\lambda} \mathcal{X}$ under appropriate normalization. The point of the variable $k$ is that, when $d_{\lambda}>0$ (i.e., when the nilpotent part $N_{\lambda}$ does not vanish), some linear combinations of the components of $P_{\lambda} \mathcal{X}$ have smaller asymptotic variance than others, and thus they disappear in the
normalization required for $P_{\lambda} \mathcal{X}$. More precisely, if $\eta \in E_{\lambda}^{\prime}$ is such that $\left(N_{\lambda}^{\prime}\right)^{k+1} \eta=0$, then $\eta$ can be regarded as a linear functional on $E_{\lambda, k}$, and if, for example, $\lambda \in \Lambda_{I I}$, (ii) shows that $t^{-k-1 / 2} e^{-\lambda_{1} t / 2} \eta \cdot \mathcal{X}(x t)$ converges to a Gaussian process.

Remark 3.4. If $\lambda \in \Lambda_{I I}$ and $d_{\lambda}=0$, (ii) simplifies to $t^{-1 / 2} e^{-\lambda x t} P_{\lambda} \mathcal{X}(x t) \xrightarrow{\mathrm{d}}$ $W^{1 / 2} U_{\lambda}(x)$, with, from (3.2) and (3.3), for $0 \leq x \leq y$,

$$
\mathbb{E}\left(U_{\lambda}(x) U_{\lambda}^{*}(y)\right)=x P_{\lambda} \Sigma_{I I} P_{\lambda}^{*}=x P_{\lambda} B P_{\lambda}^{*}
$$

In this case, $U_{\lambda}$ is a process with independent increments.
Remark 3.5. By (3.1), $U_{I}$ is a stationary Gaussian process. It can be regarded as a multi-dimensional Ornstein-Uhlenbeck process.

Remark 3.6. If $\lambda \in \Lambda_{I I}$ with $\operatorname{Im} \lambda \neq 0$, it follows from (3.2) and (2.16) that $\mathbb{E}\left(U_{\lambda, k}(x) U_{\lambda, k}(x)^{\prime}\right)=0$. Hence $U_{\lambda, k}(x)$ is a vector-valued symmetric complex Gaussian random variable, i.e. $\omega U_{\lambda, k}(x) \stackrel{\mathrm{d}}{=} U_{\lambda, k}(x)$ for every complex number $\omega$ with $|\omega|=1$, see [31, Proposition 1.31].

Consequently, $U_{\lambda, k}$ is either real (when $\lambda$ is real) or symmetric complex.
Taking $x=0$ in (i) and $x=1$ in (ii) and (iii), we obtain as a corollary some standard results, cf. [9].

Corollary 3.7. Assume (A1)-(A6). Then, as $t \rightarrow \infty$, with joint convergence,
(i) $e^{-\lambda_{1} t / 2} P_{I} \mathcal{X}(t) \xrightarrow{\mathrm{d}} W^{1 / 2} U_{I}$;
(ii) for every $\lambda \in \Lambda_{I I}$ and $k=0, \ldots, d_{\lambda}$,

$$
t^{-(k+1 / 2)} e^{-\lambda t} Q_{\lambda, k} P_{\lambda} \mathcal{X}(t) \xrightarrow{\mathrm{d}} W^{1 / 2} U_{\lambda, k} ;
$$

(iii) for every $\lambda \in \Lambda_{I I I}$ and $k=0, \ldots, d_{\lambda}, t^{-k} e^{-\lambda t} Q_{\lambda, k} P_{\lambda} \mathcal{X}(t) \xrightarrow{\mathrm{d}} \frac{1}{k!} N_{\lambda}^{k} W_{\lambda}$ ( and $\xrightarrow{\text { a.s. }}$ ).
Here, $U_{I}, U_{\lambda, k}$ and $W_{\lambda}$ are vector-valued random variables with $U_{I}$ and $U_{\lambda, k}$ jointly Gaussian. The vector $U_{I}$ is real, while $U_{\lambda, k}$ and $W_{\lambda}$ are real for real $\lambda$ but complex otherwise, with $U_{\bar{\lambda}, k}=\overline{U_{\lambda, k}}$ and $W_{\bar{\lambda}}=\overline{W_{\lambda}}$. Furthermore, a.s., $U_{I} \in E_{I}:=\bigoplus_{\lambda \in \Lambda_{I}} E_{\lambda}, U_{\lambda, k} \in E_{\lambda, k}$, and $W_{\lambda} \in E_{\lambda, 0}$.

The random vector $U_{I}$, the families $\left\{U_{\lambda, k}\right\}_{0 \leq k \leq d_{\lambda}}$ for different $\lambda \in \Lambda_{I I}$ with $\operatorname{Im} \lambda \geq 0$, and the family $\left\{W_{\lambda}\right\}_{\lambda \in \Lambda_{I I I}} \cup\{\bar{W}\}$ are independent of each other.

The Gaussian random vectors $U_{I}$ and $U_{\lambda, k}$ are characterized by mean 0 and covariances

$$
\begin{aligned}
\mathbb{E}\left(U_{I} U_{I}\right) & =\Sigma_{I} \\
\mathbb{E}\left(U_{\lambda, k} U_{\mu, l}^{\prime}\right) & =\frac{1}{(k+l+1) k!l!} Q_{\lambda, k} N_{\lambda}^{k} P_{\lambda} \Sigma_{I I} P_{\mu}^{\prime}\left(N_{\mu}^{\prime}\right)^{l} Q_{\mu, l}^{\prime}
\end{aligned}
$$

(which vanishes unless $\mu=\bar{\lambda}$ ).

Example 3.8 (Friedman's urn II). Consider the branching process corresponding to Friedman's urn in Example 2.4; we continue with the notation there. We will see in Example 3.11 below that if we start with $l$ balls, $W \sim \Gamma(l /(\alpha+\beta), \alpha+\beta)$.

Suppose now $\alpha<3 \beta$ so $\lambda_{2}<\lambda_{1} / 2$. Then $P_{I} \mathcal{X}(t)=v_{2} u_{2}^{\prime} \mathcal{X}(t)=\left(\mathcal{X}_{1}(t)-\right.$ $\left.\mathcal{X}_{2}(t)\right) v_{2}$. Hence Theorem 3.1(i) is equivalent to

$$
e^{-\lambda_{1}(t+x) / 2}\left(\mathcal{X}_{1}(t+x)-\mathcal{X}_{2}(t+x)\right) \xrightarrow{\mathrm{d}} W^{1 / 2} U(x),
$$

where $U$ is a Gaussian process with mean 0 and covariance function

$$
\mathbb{E}(U(x) U(y))=u_{2} \Sigma_{I} u_{2}^{\prime} e^{-|y-x|\left(\lambda_{2}-\lambda_{1} / 2\right)}=\frac{(\alpha-\beta)^{2}}{3 \beta-\alpha} e^{-|y-x|(3 \beta-\alpha) / 2}
$$

i.e. an Ornstein-Uhlenbeck process; $U$ and $W$ are independent.

Similarly, if $\alpha=3 \beta$ so $\lambda_{2}=\lambda_{1} / 2$, then $P_{\lambda_{2}} \mathcal{X}(t)=\left(\mathcal{X}_{1}(t)-\mathcal{X}_{2}(t)\right) v_{2}$, and Theorem 3.1(ii) is equivalent to, see Remark 3.4,

$$
t^{-1 / 2} e^{-\lambda_{1} x t / 2}\left(\mathcal{X}_{1}(x t)-\mathcal{X}_{2}(x t)\right) \xrightarrow{\mathrm{d}} W^{1 / 2} U(x),
$$

where $U$ is a Gaussian process with mean 0 and covariance function

$$
\mathbb{E}(U(x) U(y))=u_{2} \Sigma_{I I} u_{2}^{\prime} \min (x, y)=(\alpha-\beta)^{2} \min (x, y),
$$

i.e. $\alpha-\beta$ times a Brownian motion. Again, $U$ and $W$ are independent.

We return to the case $\alpha>3 \beta$ later (Example 3.13).
We have no simple description of the distributions of $W_{\lambda}$ in Theorem 3.1 and Corollary 3.7 for $\lambda \in \Lambda_{I I I}$ (and we do not expect that any exists), except for $\lambda=\lambda_{1}$ in the special cases in Examples 3.11 and 3.12. The distributions are (typically, at least) not normal, and not independent of each other. Moreover, their distributions (typically) depend on the initial state $\mathcal{X}(0)$, unlike $U_{I}$ and $U_{\lambda, k}$. The distributions can be characterized as follows as solutions to (systems of) stochastic fixed point equations of the type common for supercritical branching processes, cf. [9, Theorem V.7.2], which contains the case $\lambda=\lambda_{1}$ of (3.5) (in different notation). We assume for simplicity that $A$ is irreducible, so that we may start with a single ball of any type $i\left(\mathcal{X}(0)=\delta_{i}\right)$ without violating (A5).

Theorem 3.9. Assume that $A$ is irreducible, and let $\lambda \in \Lambda_{I I I}$. Let $W_{\lambda, i}$ denote $W_{\lambda}$ when we start with a single ball of type $i$.
(i) Then

$$
\begin{equation*}
\mathbb{E} W_{\lambda, i}=Q_{\lambda, 0} P_{\lambda} \delta_{i} . \tag{3.4}
\end{equation*}
$$

and $\mathbb{E}\left|W_{\lambda, i}\right|^{2}<\infty$. More generally, for $p<\infty$, if $\mathbb{E}\left|\xi_{i}\right|^{p}<\infty$ for each $i$, then $\mathbb{E}\left|W_{\lambda, i}\right|^{p}<\infty$.
(ii) Furthermore,

$$
\begin{equation*}
W_{\lambda, i} \stackrel{\mathrm{~d}}{=} T^{\lambda / a_{i}} \sum_{j=1}^{q} \sum_{\nu=1}^{\xi_{i j}+\delta_{i j}} W_{\lambda, j}^{(\nu)}, \quad i=1, \ldots, q, \tag{3.5}
\end{equation*}
$$

where $T \sim U(0,1), W_{\lambda, j}^{(\nu)}$ is a copy of $W_{\lambda, j}$, and $T, \xi_{i}=\left(\xi_{i j}\right)_{j=1}^{q}$, and all $W_{\lambda, j}^{(\nu)}$ are independent. The equation holds jointly for all $\lambda \in \Lambda_{I I I}$ (with the same $T$ and $\xi$ ).
(iii) The system of equations (3.5) together with (3.4) and $\mathbb{E}\left|W_{\lambda, i}\right|^{2}<$ $\infty$ determines the distribution of $W_{\lambda, i}$ uniquely. This further holds jointly for all $\lambda \in \Lambda_{I I I}$.
(iv) If $\xi_{i j} \geq 0$ a.s. for all $i, j$, then each $W_{\lambda, i}$ (and $W_{\lambda}$ for every nonrandom $\mathcal{X}(0))$ has an infinitely divisible distribution. The Lévy measure $\nu$ satisfies $\nu(A)=a_{i} \int_{0}^{\infty} \mathbb{P}\left(W_{\lambda, \xi_{i}} \in e^{\lambda t} A\right) d t$, where $W_{\lambda, \xi_{i}}$ is the limit for the initial value $\mathcal{X}(0)=\xi_{i}$.

The system of equations (3.5) can be used to derive properties of $W_{\lambda, i}$; for example the following formulas for the second moments. We assume for (mainly notational) simplicity that $\lambda$ is a simple eigenvalue. Note that the coefficient matrices in the systems (3.7) and (3.8) of linear equations are $2 \lambda-A^{\prime}$ and $2 \operatorname{Re} \lambda-A^{\prime}$, which are invertible because $\operatorname{Re} \lambda>\lambda_{1} / 2$; hence the systems have unique solutions $\sigma_{i}^{2}$ and $\hat{\sigma}_{i}^{2}, i=1, \ldots, q$.

Theorem 3.10. Suppose that $\lambda \in \Lambda_{I I I}$ is a simple eigenvalue of $A$ with left and right eigenvectors $u_{\lambda}$ and $v_{\lambda}$, normalized by $u_{\lambda} \cdot v_{\lambda}=1$. Then $W_{\lambda, i}=Z_{i} v_{\lambda}$ for some real or complex random variable $Z_{i}=u_{\lambda} \cdot W_{\lambda, i}$. Let $m_{i}:=\mathbb{E} Z_{i}, \sigma_{i}^{2}:=\mathbb{E}\left(Z_{i}-m_{i}\right)^{2}=\mathbb{E} Z_{i}^{2}-m_{i}^{2}$ and $\hat{\sigma}_{i}^{2}:=\mathbb{E}\left|Z_{i}-m_{i}\right|^{2}=$ $\mathbb{E}\left|Z_{i}\right|^{2}-\left|m_{i}\right|^{2}$. Then, for $i=1 \ldots, q$,

$$
\begin{equation*}
m_{i}=u_{\lambda i} \tag{3.6}
\end{equation*}
$$

and $\sigma_{i}^{2}$ and $\hat{\sigma}_{i}^{2}$ can be found from

$$
\begin{align*}
2 \lambda \sigma_{i}^{2}-\sum_{j=1}^{q} A_{j i} \sigma_{j}^{2} & =\lambda^{2} a_{i}^{-1} m_{i}^{2}+a_{i}\left(\mathbb{E}\left(u_{\lambda} \cdot \xi_{i}\right)^{2}-\left(u_{\lambda} \cdot \mathbb{E} \xi_{i}\right)^{2}\right)  \tag{3.7}\\
2 \operatorname{Re} \lambda \hat{\sigma}_{i}^{2}-\sum_{j=1}^{q} A_{j i} \hat{\sigma}_{j}^{2} & =|\lambda|^{2} a_{i}^{-1}\left|m_{i}\right|^{2}+a_{i}\left(\mathbb{E}\left|u_{\lambda} \cdot \xi_{i}\right|^{2}-\left|u_{\lambda} \cdot \mathbb{E} \xi_{i}\right|^{2}\right) . \tag{3.8}
\end{align*}
$$

Of course, (3.7) and (3.8) coincide when $\lambda$, and thus each $Z_{i}$, is real. Note that the second term on the right-hand sides of (3.7) and (3.8) vanishes when $\xi$ is non-random.

Higher moments can be computed recursively by similar formulas obtained by taking higher moments in (3.5); however, the formulas quickly become complicated.

Example 3.11. Suppose as in Example 2.3 that a fixed number $m$ of balls is added each time and all $a_{i}=1$. Suppose further that we start with a single ball. Then the total number of balls $1 \cdot \mathcal{X}(t)$ evolves independently of the chosen types; it is a generalized Yule process where each ball splits into $m+1$ after an exponential life time. It is easy to find the distribution of this number, see [9, Remark III.5.1]; we have $1 \cdot \mathcal{X}(t)=1+m Z(t)$ where
$Z(t)$ has a negative binomial distribution $\mathrm{NBi}\left(1 / m, e^{-m t}\right)$. It follows easily that

$$
W=\lim _{t \rightarrow \infty} e^{-\lambda_{1} t} u_{1} \cdot \mathcal{X}(t)=\lim _{t \rightarrow \infty} e^{-m t} u_{1} \cdot(1+m Z(t)) \sim \Gamma(1 / m, m)
$$

so $W$ has a Gamma distribution.
Alternatively, it is easily checked that $W_{i} \sim \Gamma(1 / m, m)$ for every $i$ satisfies (3.4) and (3.5). (In fact, we can reduce to $q=1$.)

Note that if we instead start with $l$ balls, we get $W \sim \Gamma(l / m, m)$.
Example 3.12. Example 3.11 is easily generalised to arbitrary activities $a_{i}$, now assuming that $a \cdot \xi_{i}=m$ for each $i$, where $m>0$ is a real number. (Thus, the total activity increases by a fixed amount each time.) We have $\lambda_{1}=m, u_{1}=a$ and $u_{1} \cdot W_{\lambda_{1}}=a \cdot W_{\lambda_{1}} \sim \Gamma\left(a_{0} / m, m\right)$, where $a_{0}=a \cdot \mathcal{X}(0)$ is the initial activity (assumed to be non-random).
Example 3.13 (Friedman's urn III). We continue Example 3.8, now assuming $\alpha>3 \beta>0$. By Theorem 3.1(iii), with $\lambda=\lambda_{2}=\alpha-\beta$,

$$
e^{-\lambda t}\left(\mathcal{X}_{1}(t)-\mathcal{X}_{2}(t)\right)=e^{-\lambda t} u_{2} \cdot \mathcal{X}(t) \xrightarrow{\text { a.s. }} Z:=u_{2} \cdot W_{\lambda_{2}} .
$$

Let, as in Theorem $3.10, Z_{i}$ denote $Z$ when we start with $\mathcal{X}(0)=\delta_{i}$. Then, by symmetry, $Z_{1} \stackrel{\mathrm{~d}}{=}-Z_{2}$, and (3.5) can be written

$$
\begin{equation*}
Z \stackrel{\mathrm{~d}}{=} T^{\lambda}\left(\sum_{\nu=1}^{\alpha+1} Z^{(\nu)}-\sum_{\nu=\alpha+2}^{\alpha+\beta+1} Z^{(\nu)}\right) \tag{3.9}
\end{equation*}
$$

where $Z^{(\nu)}$ are independent copies of $Z=Z_{1}$. By (3.6), $\mathbb{E} Z=1$. By (3.7), $(2 \lambda-\alpha-\beta) \operatorname{Var}(Z)=\lambda^{2}$ and thus $\operatorname{Var}(Z)=(\alpha-\beta)^{2} /(\alpha-3 \beta)$.

Higher moments can be found by taking moments in (3.9). Every moment can be expessed as a rational function in $\alpha$ and $\beta$, but the formulas quickly become complicated. The cumulants $\kappa_{m}$ of $Z$ become somewhat simpler; we find, $\kappa_{1}=\mathbb{E} Z=1, \kappa_{2}=\operatorname{Var} Z=(\alpha-\beta)^{2} /(\alpha-3 \beta)$ and, using Maple,

$$
\begin{aligned}
& \kappa_{3}=2 \frac{(\alpha-\beta)^{2} \alpha}{\alpha-3 \beta} \\
& \kappa_{4}=6 \frac{\left(3 \alpha^{2}-6 \alpha \beta-\beta^{2}\right)(\alpha-\beta)^{4}}{(\alpha-3 \beta)^{2}(3 \alpha-5 \beta)} \\
& \kappa_{5}=12 \frac{\left(6 \alpha^{2}-11 \alpha \beta-\beta^{2}\right)(\alpha-\beta)^{4} \alpha}{(\alpha-3 \beta)^{2}(3 \alpha-5 \beta)} \\
& \kappa_{6}=120 \frac{\left(15 \alpha^{4}-55 \alpha^{3} \beta+39 \alpha^{2} \beta^{2}+15 \alpha \beta^{3}+2 \beta^{4}\right)(\alpha-\beta)^{6}}{(\alpha-3 \beta)^{3}(3 \alpha-5 \beta)(5 \alpha-7 \beta)}
\end{aligned}
$$

but we see no general formula.
As an example, for $\alpha=4, \beta=1$, the 10 first moments $\mathbb{E} Z^{k}$ are $1,10,100$, $\frac{15280}{7}, \frac{313720}{7}, \frac{19284880}{13}, \frac{606301600}{13}, \frac{3568417408000}{1729}, \frac{151579396144000}{1729}, \frac{92232452394496}{19}$ and the 10 first cumulants are $1,9,72, \frac{11178}{7}, \frac{198288}{7}, \frac{88004880}{91}, \frac{352719360}{13}$, $\frac{2147149185840}{1729}, \frac{82944968215680}{1729}, \frac{4749473217609216}{1729}$.

Limits at stopping times. The main interest in the functional limit theorem above is that it enables us to study $\mathcal{X}(t)$ at random times $t$. Our main interest is to let $t$ be the $n$ :th splitting time $\tau_{n}$; as mentioned in the introduction, this yields results for the urn process $X_{n}$. As a preparation for this, we will first study another important example where we stop the process when we reach a given total number of balls, or a given number of balls of a given type. Somewhat more generally, let $b \in \mathbb{R}^{q}$ be a fixed vector and define for $z \geq 0$

$$
\tau_{b}(z):=\min \{t \geq 0: b \cdot \mathcal{X}(t) \geq z\} \quad(\text { with } \min \emptyset=+\infty)
$$

We assume $b \cdot v_{1}>0$, which means that typically $b \cdot \mathcal{X}(t) \rightarrow \infty$, as is shown by the following lemma. A more precise result is given in Lemma 11.1. The proof of this lemma and the following results are given in Section 11.

Lemma 3.14. Assume $b \cdot v_{1}>0$. Conditioned on essential non-extinction, we have a.s. $b \cdot \mathcal{X}(t) \rightarrow \infty$ as $t \rightarrow \infty$ and thus $0 \leq \tau_{b}(z)<\infty$ for all $z \geq 0$. Moreover, $\tau_{b}(z) \rightarrow \infty$ as $z \rightarrow \infty$.

Theorem 3.15. Assume (A1)-(A6) and let $b \in \mathbb{R}^{q}$ with $b \cdot v_{1}>0$. Conditioned on essential non-extinction we have as $z \rightarrow \infty$,

$$
\begin{equation*}
z^{-1} \mathcal{X}\left(\tau_{b}(z)\right) \xrightarrow{\text { a.s. }}\left(b \cdot v_{1}\right)^{-1} v_{1}, \tag{3.10}
\end{equation*}
$$

and, with joint convergence in distribution of all random vectors,
(i) $z^{-1 / 2} P_{I} \mathcal{X}\left(\tau_{b}(z)\right) \xrightarrow{\mathrm{d}}\left(b \cdot v_{1}\right)^{-1 / 2} V_{I}$;
(ii) for every $\lambda \in \Lambda_{I I}$ and $k=0, \ldots, d_{\lambda}$,

$$
\left(z \ln ^{2 k+1} z\right)^{-1 / 2} Q_{\lambda, k} P_{\lambda} \mathcal{X}\left(\tau_{b}(z)\right) \xrightarrow{\mathrm{d}}\left(b \cdot v_{1}\right)^{-1 / 2} V_{\lambda, k} ;
$$

(iii) for every $\lambda \in \Lambda_{\text {III }}$ and $k=0, \ldots, d_{\lambda}$,

$$
(\ln z)^{-k} z^{-\lambda / \lambda_{1}} Q_{\lambda, k} P_{\lambda} \mathcal{X}\left(\tau_{b}(z)\right) \xrightarrow{\text { a.s. }} \frac{1}{k!}\left(b \cdot v_{1}\right)^{-\lambda / \lambda_{1}} \lambda_{1}^{-k} N_{\lambda}^{k} \check{W}_{\lambda} ;
$$

(iv)

$$
z^{-1 / 2}\left(P_{\lambda_{1}} \mathcal{X}\left(\tau_{b}(z)\right)-\frac{z}{b \cdot v_{1}} v_{1}+\sum_{\lambda \neq \lambda_{1}} \frac{b \cdot P_{\lambda} \mathcal{X}\left(\tau_{b}(z)\right)}{b \cdot v_{1}} v_{1}\right) \xrightarrow{\text { a.s. }} 0 ;
$$

(v)

$$
z^{-1 / 2}\left(\mathcal{X}\left(\tau_{b}(z)\right)-\frac{z}{b \cdot v_{1}} v_{1}-\left(I-\frac{v_{1} b^{\prime}}{b \cdot v_{1}}\right) \sum_{\lambda \neq \lambda_{1}} P_{\lambda} \mathcal{X}\left(\tau_{b}(z)\right)\right) \xrightarrow{\text { a.s. }} 0 .
$$

Here, $V_{I}, V_{\lambda, k}$ and $\check{W}_{\lambda}$ are vector-valued random variables with $V_{I}$ and $V_{\lambda, k}$ jointly Gaussian. The vector $V_{I}$ is real, while the vectors $V_{\lambda, k}$ and $\check{W}_{\lambda}$ are real for real $\lambda$ but complex otherwise, with $V_{\bar{\lambda}, k}=\overline{V_{\lambda, k}}$ and $\check{W}_{\bar{\lambda}}=\overline{W_{\lambda}}$. Furthermore, a.s., $V_{I} \in E_{I}:=\bigoplus_{\lambda \in \Lambda_{I}} E_{\lambda}, V_{\lambda, k} \in E_{\lambda, k}$, and $\check{W}_{\lambda} \in E_{\lambda, 0}$.

The random vector $V_{I}$, the families $\left\{V_{\lambda, k}\right\}_{0 \leq k \leq d_{\lambda}}$ for different $\lambda \in \Lambda_{I I}$ with $\operatorname{Im} \lambda \geq 0$, and the family $\left\{\check{W}_{\lambda}\right\}_{\lambda \in \Lambda_{I I I}}$ are independent of each other.

The Gaussian vectors $V_{I}$ and $V_{\lambda, k}$ are characterized by mean 0 and covariances

$$
\begin{align*}
\mathbb{E}\left(V_{I} V_{I}^{\prime}\right) & =\Sigma_{I}  \tag{3.11}\\
\mathbb{E}\left(V_{\lambda, k} V_{\mu, l}^{\prime}\right) & =\frac{\lambda_{1}^{-k-l-1}}{(k+l+1) k!l!} Q_{\lambda, k} N_{\lambda}^{k} P_{\lambda} \Sigma_{I I} P_{\mu}^{\prime}\left(N_{\mu}^{\prime}\right)^{l} Q_{\mu, l}^{\prime} \tag{3.12}
\end{align*}
$$

(which vanishes unless $\mu=\bar{\lambda}$ ).
The same results hold for $X_{\tau_{b}(z)}$ in the urn process.
We specialize to some important cases.
Corollary 3.16. Assume (A1)-(A6) and let $b \in \mathbb{R}^{q}$ with $b \cdot v_{1}>0$. Suppose further $\operatorname{Re} \lambda_{2}<\frac{1}{2} \lambda_{1}$. Conditioned on essential non-extinction we have as $z \rightarrow \infty$,

$$
z^{-1 / 2}\left(\mathcal{X}\left(\tau_{b}(z)\right)-\frac{z}{b \cdot v_{1}} v_{1}\right) \xrightarrow{\mathrm{d}} N\left(0, \Sigma_{b}\right),
$$

where the covariance matrix $\Sigma_{b}$ is given by

$$
\begin{align*}
\Sigma_{b} & =\left(b \cdot v_{1}\right)^{-1}\left(I-\frac{v_{1} b^{\prime}}{b \cdot v_{1}}\right) \Sigma_{I}\left(I-\frac{b v_{1}^{\prime}}{b \cdot v_{1}}\right)  \tag{3.13}\\
& =\left(b \cdot v_{1}\right)^{-1} \int_{0}^{\infty}\left(I-\frac{v_{1} b^{\prime}}{b \cdot v_{1}}\right) e^{s A} B e^{s A^{\prime}}\left(I-\frac{b v_{1}^{\prime}}{b \cdot v_{1}}\right) e^{-\lambda_{1} s} d s
\end{align*}
$$

The same result holds for $X_{\tau_{b}(z)}$ in the urn process.
Corollary 3.17. Assume (A1)-(A6) and let $b \in \mathbb{R}^{q}$ with $b \cdot v_{1}>0$. Suppose further $\operatorname{Re} \lambda_{2}=\frac{1}{2} \lambda_{1}$, and let $d:=\max \left\{d_{\lambda}: \operatorname{Re} \lambda=\frac{1}{2} \lambda_{1}\right\}$. Conditioned on essential non-extinction we have as $z \rightarrow \infty$,

$$
\left(z \ln ^{2 d+1} z\right)^{-1 / 2}\left(\mathcal{X}\left(\tau_{b}(z)\right)-\frac{z}{b \cdot v_{1}} v_{1}\right) \xrightarrow{\mathrm{d}} N\left(0, \Sigma_{b}\right),
$$

where the covariance matrix $\Sigma_{b}$ is given by

$$
\begin{equation*}
\Sigma_{b}=\frac{\lambda_{1}^{-2 d-1}}{b \cdot v_{1}}\left(I-\frac{v_{1} b^{\prime}}{b \cdot v_{1}}\right) \Sigma_{I I, d}\left(I-\frac{b v_{1}^{\prime}}{b \cdot v_{1}}\right) \tag{3.14}
\end{equation*}
$$

The same result holds for $X_{\tau_{b}(z)}$ in the urn process.
Corollary 3.18. Assume (A1)-(A6) and let $b \in \mathbb{R}^{q}$ with $b \cdot v_{1}>0$. Suppose further $\operatorname{Re} \lambda_{2}>\frac{1}{2} \lambda_{1}$, and let $d:=\max \left\{d_{\lambda}: \operatorname{Re} \lambda=\operatorname{Re} \lambda_{2}\right\}$. Conditioned on essential non-extinction, the family of random variables

$$
Y_{b}(z):=(\ln z)^{-d} z^{-\operatorname{Re} \lambda_{2} / \lambda_{1}}\left(\mathcal{X}\left(\tau_{b}(z)\right)-\frac{z}{b \cdot v_{1}} v_{1}\right),
$$

for $z \geq 2$, say, is tight. More precisely, there exist complex random vectors $W_{b, \lambda}, \lambda \in \Lambda_{I I I}^{\prime}:=\left\{\lambda: \operatorname{Re} \lambda=\operatorname{Re} \lambda_{2}, \operatorname{Im} \lambda \geq 0\right.$ and $\left.d_{\lambda}=d\right\}$, such that, as $z \rightarrow \infty$,

$$
\begin{equation*}
Y_{b}(z)-\operatorname{Re} \sum_{\lambda \in \Lambda_{I I I}^{\prime}} e^{\mathrm{i}\left(\operatorname{Im} \lambda / \lambda_{1}\right) \ln z} W_{b, \lambda} \xrightarrow{\text { a.s. }} 0 . \tag{3.15}
\end{equation*}
$$

In particular, if $\lambda_{2}$ is real and $\Lambda_{I I I}^{\prime}=\left\{\lambda_{2}\right\}$, then as $z \rightarrow \infty, Y_{b}(z)-W_{b} \xrightarrow{\text { a.s. }} 0$ for some random vector $W_{b}$, and thus

$$
\begin{equation*}
Y_{b}(z) \xrightarrow{\mathrm{d}} W_{b} . \tag{3.16}
\end{equation*}
$$

The same results hold for $X_{\tau_{b}(z)}$ in the urn process.
Remark 3.19. Unless all $\xi_{i}$ a.s. belong to some fixed subspace of $\mathbb{R}^{q}$, the matrix $B$ has full rank $q$, and thus the covariance matrix in (3.13) has rank $q-1$; hence the limit distribution is concentrated on the hyperplane $\{v: b \cdot v=0\}$ but not on any smaller subspace.

In contrast, the limits in Corollaries 3.17 and 3.18 are typically concentrated on a subspace of $\mathbb{R}^{q}$ of low dimension (commonly 1 or 2 ).
Remark 3.20. Suppose that $\operatorname{Re} \lambda_{2}>\frac{1}{2} \lambda_{1}$ with $\operatorname{Im} \lambda_{2}>0$, and that, for simplicity, $\Lambda_{I I I}^{\prime}=\left\{\lambda_{2}\right\}$. In that case, the sum in (3.15) contains only one term, and we see that $Y_{b}(z)$ converges in distribution when $z \rightarrow \infty$ along a subsequence where the fractional part of $\left(\operatorname{Im} \lambda_{2} / 2 \pi \lambda_{1}\right) \ln z$ converges. The subsequence limits are of the form $\operatorname{Re}\left(e^{\mathrm{i} \alpha} W_{b}\right)$ for a complex random vector $W_{b}$ and real $\alpha$. Hence, a limit distribution as in (3.16) exists only if $\omega W_{b} \stackrel{\text { d }}{=} W_{b}$ whenever $|\omega|=1$, i.e. if $W_{b}$ is symmetric complex. This seems highly unlikely, and we conjecture that it never happens, so we do not expect that $Y_{b}$ converges in distribution in this case (or, more generally, when $\Lambda_{I I I}^{\prime}$ contains a non-real $\lambda$ ). Unfortunately, we have not been able to show this conjecture in general, but in some particular cases [28], [17], nonconvergence of $Y_{b}(z)$ has been shown by computations of the first moments, showing that the moments oscillate.

Similarly, we conjecture that the (subsequence) limits in Corollary 3.18 never are normal; again we cannot prove this, but it can be verified in some particular cases by computations of moments [14], [53], [28], [17].
Limits for urns. In some urn processes we add a fixed number of balls each time (with varying types), say $m$; assuming as we may that we start with a non-random number of balls $l$, the total number of balls at time $n$ then is deterministic $m n+l$ and $\tau_{n}$ equals $\tau_{b}(m n+l)$ with $b=(1,1, \ldots, 1)^{\prime}$ (or $\tau_{b}(n+l / m)$ with $\left.b=m^{-1}(1,1, \ldots, 1)^{\prime}\right)$. In this case, Theorem 3.15 and its corollaries thus yield results for $\mathcal{X}\left(\tau_{n}\right)$ and thus for $X_{n}$.

In general, we can change the setup by adding a dummy type $q+1$ such that $a_{q+1}=0$ (the dummy balls never split) and a dummy ball is added whenever a ball splits (see Section 11 for details). The dummy balls then count the number of splits, and Theorem 3.15 yields a description of the asymptotics of $X_{n}$. In order to give explicit expressions for the asymptotic variances, we define, for $s \geq 0$,

$$
\begin{align*}
& \phi(s, A):=\sum_{n=1}^{\infty} \frac{s^{n}}{n!} A^{n-1}=\int_{0}^{s} e^{t A} d t,  \tag{3.17}\\
& \psi(s, A):=e^{s A}-\lambda_{1} v_{1} a^{\prime} \phi(s, A) . \tag{3.18}
\end{align*}
$$

The first result below is in [9, Section V.9.3] (under slightly different hypotheses), and is included for completeness.

Theorem 3.21. Assume (A1)-(A6). Conditioned on essential non-extinction, $n^{-1} X_{n} \xrightarrow{\text { a.s. }} \lambda_{1} v_{1}$ as $n \rightarrow \infty$.

Theorem 3.22. Assume (A1)-(A6). Suppose further $\operatorname{Re} \lambda_{2}<\frac{1}{2} \lambda_{1}$. Conditioned on essential non-extinction we have as $n \rightarrow \infty$,

$$
n^{-1 / 2}\left(X_{n}-n \lambda_{1} v_{1}\right) \xrightarrow{\mathrm{d}} N(0, \Sigma),
$$

where the covariance matrix $\Sigma$ is given by

$$
\begin{equation*}
\Sigma=\int_{0}^{\infty} \psi(s, A) B \psi(s, A)^{\prime} e^{-\lambda_{1} s} \lambda_{1} d s-\lambda_{1}^{2} v_{1} v_{1}^{\prime} . \tag{3.19}
\end{equation*}
$$

Theorem 3.23. Assume (A1)-(A6). Suppose further $\operatorname{Re} \lambda_{2}=\frac{1}{2} \lambda_{1}$, and let $d:=\max \left\{d_{\lambda}: \operatorname{Re} \lambda=\frac{1}{2} \lambda_{1}\right\}$. Conditioned on essential non-extinction we have as $z \rightarrow \infty$,

$$
\left(n \ln ^{2 d+1} n\right)^{-1 / 2}\left(X_{n}-n \lambda_{1} v_{1}\right) \xrightarrow{\mathrm{d}} N(0, \Sigma),
$$

where the covariance matrix $\Sigma$ is given by

$$
\begin{equation*}
\Sigma=\lambda_{1}^{-2 d}(I-T) \Sigma_{I I, d}\left(I-T^{\prime}\right) \tag{3.20}
\end{equation*}
$$

with $T:=\sum_{\lambda \in \Lambda_{I I}} \lambda^{-1} \lambda_{1} v_{1} a^{\prime} P_{\lambda}$. If $a \in \operatorname{Im}\left(A^{\prime}\right)$ and $a=A^{\prime} \hat{a}, T$ can be replaced by $T_{1}:=\lambda_{1} v_{1} \hat{a}^{\prime}$.

Theorem 3.24. Assume (A1)-(A6). Suppose further $\operatorname{Re} \lambda_{2}>\frac{1}{2} \lambda_{1}$, and let $d:=\max \left\{d_{\lambda}: \operatorname{Re} \lambda=\operatorname{Re} \lambda_{2}\right\}$. Conditioned on essential non-extinction, the family of random variables

$$
Y(n):=(\ln n)^{-d} n^{-\operatorname{Re} \lambda_{2} / \lambda_{1}}\left(X_{n}-n \lambda_{1} v_{1}\right), \quad n \geq 2
$$

is tight, and we have the same type of asymptotic behaviour as described in Corollary 3.18 and Remark 3.20. In particular, if $\Lambda_{I I I}^{\prime}=\left\{\lambda_{2}\right\}$, then $Y(n)-\operatorname{Re}\left(n^{\mathrm{i}\left(\operatorname{Im} \lambda_{2} / \lambda_{1}\right)} \widehat{W}\right) \xrightarrow{\text { a.s. }} 0$, for some random vector $\widehat{W} \in E_{\lambda_{2}}$. Hence, if $\Lambda_{I I I}^{\prime}=\left\{\lambda_{2}\right\}$ and $\lambda_{2}$ is real, then $Y(n)$ converges in distribution (to $\widehat{W}$ ), but we conjecture that this fails otherwise.

Remark 3.25. In Theorem 3.23, the limit is typically concentrated on a subspace $L$ of low dimension (as in Remark 3.19). For some vectors $\eta \in \mathbb{R}^{q}$ with $\eta \perp L$ (and thus $\eta \Sigma \eta^{\prime}=0$ ) it is possible to obtain a non-degenerate limit in distribution of $\eta \cdot X_{n}$ with a different normalization from Theorem 3.15 (i) or (ii); we leave the details to the reader. The same applies to Theorem 3.24 (and subsequence limits). Cf. [8], [9].

We have no general description of $\widehat{W}$ in Theorem 3.24. In the special (but common) case in Example 3.11, or more generally Example 3.12, we can relate it to the limit $W_{\lambda_{2}}$ in Theorem 3.1. For simplicity we assume $d=0$.

Theorem 3.26. With the assumptions and notations of Theorem 3.24, suppose further that $\Lambda_{I I I}^{\prime}=\left\{\lambda_{2}\right\}, d=0$, and that $a \cdot \xi_{i}=m$ for each $i$ and $a \cdot X_{0}=a_{0}$; thus $\lambda_{1}=m$. Then $\widehat{W}$ is related to $W, W_{\lambda_{2}}$ in Theorem 3.1 by $W_{\lambda_{2}}=(W / m)^{\lambda_{2} / \lambda_{1}} c \widehat{W}$, with $W$ and $\widehat{W}$ independent and $W / m \sim \Gamma\left(a_{0} / m\right)$, and $c=1$ if $\lambda_{2}$ is real and $c=1 / 2$ otherwise. In particular, the moments are related by, for any vector $u$,

$$
\begin{equation*}
\mathbb{E}(u \cdot \widehat{W})^{k}=c^{-k} \frac{\Gamma\left(a_{0} / m\right)}{\Gamma\left(\left(a_{0}+k \lambda_{2}\right) / m\right)} \mathbb{E}\left(u \cdot W_{\lambda_{2}}\right)^{k}, \quad k \geq 0 \tag{3.21}
\end{equation*}
$$

Example 3.27 (Friedman's urn IV). Consider again Friedman's urn in Example 2.4, and recall the formulas given there.

If $\alpha<3 \beta$ (so $\lambda_{2}<\frac{1}{2} \lambda_{1}$ ), then Theorem 3.22 yields

$$
n^{-1 / 2}\left(X_{n}-n \frac{\alpha+\beta}{2}\binom{1}{1}\right) \xrightarrow{\mathrm{d}} N\left(0, \frac{(\alpha+\beta)(\alpha-\beta)^{2}}{4(3 \beta-\alpha)}\left(\begin{array}{rr}
1 & -1 \\
-1 & 1
\end{array}\right)\right)
$$

as shown by Bernstein [13], [14] and Freedman [21]; the calculation of the variance is simplified by Lemma 5.3 (iii) below.

Similarly, if $\alpha=3 \beta>0$, Theorem 3.23 yields $[13,21]$

$$
(n \ln n)^{-1 / 2}\left(X_{n}-n \frac{\alpha+\beta}{2}\binom{1}{1}\right) \xrightarrow{\mathrm{d}} N\left(0, \frac{(\alpha-\beta)^{2}}{4}\left(\begin{array}{rr}
1 & -1 \\
-1 & 1
\end{array}\right)\right)
$$

Finally, if $\alpha>3 \beta>0$, Theorem 3.24 shows that

$$
n^{-(\alpha-\beta) /(\alpha+\beta)}\left(X_{n}-n \frac{\alpha+\beta}{2}\binom{1}{1}\right) \xrightarrow{\text { a.s. }} \widehat{Z}\binom{\frac{1}{2}}{-\frac{1}{2}}
$$

where $\widehat{Z}=u_{2} \cdot \widehat{W}$. Suppose that we start with a single ball of type 1. The moments of $\widehat{Z}$ can be computed by Theorem 3.26 as

$$
\mathbb{E} \widehat{Z}^{k}=\frac{\Gamma(1 /(\alpha+\beta))}{\Gamma((1+k(\alpha-\beta)) /(\alpha+\beta))} \mathbb{E} Z^{k}
$$

where $Z$ is given in Example 3.13. For example, $\mathbb{E} \widehat{Z}=\Gamma(1 /(\alpha+\beta)) / \Gamma((1+$ $\alpha-\beta) /(\alpha+\beta))$.

The drawn balls. Let $N_{n i}$ be the number of drawn balls of type $i$ in the first $n$ draws, and let $N_{n}:=\left(N_{n 1}, \ldots, N_{n q}\right)$. (In the branching process, we would similarly study $\mathcal{N}_{i}(t)$, the number of deaths of balls of type $i$ up to time $t$. We leave this case to the reader.)

If each $\xi_{i}$ is deterministic and, for notational simplicity, each $a_{i}=1$, then $X_{n}=X_{0}+A N_{n}$, so if further $A$ is invertible, asymptotics for $N_{n}=$ $A^{-1}\left(X_{n}-X_{0}\right)$ follow from Theorems 3.21-3.24. In general, we can argue with dummy balls again, this time using $q$ dummy types $q+1, \ldots, 2 q$ and adding a dummy ball of type $q+i$ each time a ball of type $i$ is drawn. This leads to the following theorem. (Explicit expressions when some $a_{i} \neq 1$ can be found by this method too, but are left to the reader.)

Theorem 3.28. Assume (A1)-(A6). Conditioned on essential non-extinction we have, as $n \rightarrow \infty, n^{-1} N_{n i} \xrightarrow{\text { a.s. }} \nu_{i}:=a_{i} v_{1 i}$ and, furthermore,
(i) if $\operatorname{Re} \lambda_{2}<\lambda_{1} / 2$, then

$$
n^{-1 / 2}\left(X_{n}-n \lambda_{1} v_{1}, N_{n}-n \nu\right) \xrightarrow{\mathrm{d}}(V, \widehat{V}),
$$

where $(V, \widehat{V})$ is vector-valued Gaussian random variable with mean 0 ; if for simplicity each $a_{i}=1$, and $D_{v}$ is the diagonal matrix with entries $D_{i i}=v_{1 i}$,

$$
\begin{align*}
\mathbb{E} \hat{V} \widehat{V}^{\prime}= & \int_{0}^{\infty}\left(I-v_{1} a^{\prime}\right)\left(\phi(s, A) B \phi(s, A)^{\prime}\right.  \tag{3.22}\\
& \left.\quad+e^{s A} D_{v}+D_{v} e^{s A^{\prime}}-D_{v}\right)\left(I-a v_{1}^{\prime}\right) e^{-\lambda_{1} s} \lambda_{1} d s
\end{align*}
$$

(ii) if $\operatorname{Re} \lambda_{2}=\lambda_{1} / 2$ and $d:=\max \left\{d_{\lambda}: \operatorname{Re} \lambda=\frac{1}{2} \lambda_{1}\right\}$, then

$$
\left(n \ln ^{2 d+1} n\right)^{-1 / 2}\left(X_{n}-n \lambda_{1} v_{1}, N_{n}-n \nu\right) \xrightarrow{\mathrm{d}}(V, \widehat{V}),
$$

where $(V, \widehat{V})$ is a vector-valued Gaussian random variable with mean 0. If, for simplicity, each $a_{i}=1$, then $V=A \widehat{V}$ and

$$
\mathbb{E}\left(\widehat{V} \widehat{V}^{\prime}\right)=\lambda_{1}^{-2 d} \widehat{T} \Sigma_{I I, d} \widehat{T}^{\prime}
$$

with $\widehat{T}:=\left(I-v_{1} a^{\prime}\right) \sum_{\lambda \in \Lambda_{I I}} \lambda^{-1} P_{\lambda}$.
In the case of random $\xi_{i}$, the dummy ball method also shows asymptotic normality when $\lambda_{2} \leq \lambda_{1} / 2$ of the number of draws of a ball of type $i$ leading to a specific set of balls being added. We leave the details to the reader.

## Functional limit theorems for stopped processes and urns.

Theorem 3.29. Assume (A1)-(A6) and let $b \in \mathbb{R}^{q}$ with $b \cdot v_{1}>0$. Conditioned on essential non-extinction we have as $z \rightarrow \infty$, with joint convergence,
(i) $z^{-1 / 2} P_{I} \mathcal{X}\left(\tau_{b}(x z)\right) \xrightarrow{\mathrm{d}}\left(b \cdot v_{1}\right)^{-1 / 2} V_{I}(x)$ in $D[0, \infty)$;
(ii) for every $\lambda \in \Lambda_{I I}$ and $k=0, \ldots, d_{\lambda}$, in $D[0, \infty)$,
$(\ln z)^{-k-1 / 2}\left(z^{x}\right)^{-1 / 2-\mathrm{i} \operatorname{Im} \lambda / \lambda_{1}} Q_{\lambda, k} P_{\lambda} \mathcal{X}\left(\tau_{b}\left(z^{x}\right)\right) \xrightarrow{\mathrm{d}}\left(b \cdot v_{1}\right)^{-1 / 2} \lambda_{1}^{-(k+1 / 2)} U_{\lambda, k}(x)$.
Here $V_{I}$ and $U_{\lambda, k}$ are continuous Gaussian vector-valued stochastic processes, defined on $[0, \infty) . U_{\lambda, k}(x)$ is as in Theorem 3.1, $V_{I}(0)=0, \mathbb{E} V_{I}(x)=0$ and

$$
\begin{equation*}
\mathbb{E} V_{I}(x) V_{I}(y)^{\prime}=x \Sigma_{I}\left(\frac{y}{x}\right)^{\lambda_{1}^{-1} A^{\prime}}, \quad 0<x \leq y \tag{3.24}
\end{equation*}
$$

The process $V_{I}$ and the families $\left\{U_{\lambda, k}\right\}_{0 \leq k \leq d_{\lambda}}$ for different $\lambda \in \Lambda_{I I}$ with $\operatorname{Im} \lambda \geq 0$ are independent.

The same results hold for $X_{\tau_{b}(x z)}$ and $X_{\tau_{b}\left(z^{x}\right)}$ in the urn process.

Corollary 3.30. Assume (A1)-(A6) and let $b \in \mathbb{R}^{q}$ with $b \cdot v_{1}>0$. Let $z \rightarrow \infty$ and condition on essential non-extinction.
(i) If $\operatorname{Re} \lambda_{2}<\frac{1}{2} \lambda_{1}$, then, in $D[0, \infty)$,

$$
z^{-1 / 2}\left(\mathcal{X}\left(\tau_{b}(x z)\right)-\frac{x z}{b \cdot v_{1}} v_{1}\right) \xrightarrow{\mathrm{d}} V_{b}(x):=\left(b \cdot v_{1}\right)^{-1 / 2}\left(I-\frac{v_{1} b^{\prime}}{b \cdot v_{1}}\right) V_{I}(x) .
$$

(ii) If $\lambda_{2}=\frac{1}{2} \lambda_{1}$ and $\Lambda_{I I}=\left\{\lambda_{2}\right\}$, then, with $d:=d_{\lambda_{2}}$, in $D[0, \infty)$,

$$
\begin{aligned}
(\ln z)^{-d-1 / 2} z^{-x / 2}\left(\mathcal{X}\left(\tau_{b}\left(z^{x}\right)\right)\right. & \left.-\frac{z^{x}}{b \cdot v_{1}} v_{1}\right) \stackrel{\mathrm{d}}{\rightarrow} \\
V_{b}(x) & :=\lambda_{1}^{-d-1 / 2}\left(b \cdot v_{1}\right)^{-1 / 2}\left(I-\frac{v_{1} b^{\prime}}{b \cdot v_{1}}\right) U_{\lambda_{2}, d}(x) .
\end{aligned}
$$

The limit processes are Gaussian, vanish at 0 , and have means 0 and covariances given by (3.24) for (i) and, using (3.3), for (ii)

$$
\begin{equation*}
\mathbb{E} U_{\lambda_{2}, d}(x) U_{\lambda_{2}, d}(y)^{\prime}=c(d, d, x, y)(2 d+1) d!^{2} \Sigma_{I I, d}, \quad 0 \leq x \leq y \tag{3.25}
\end{equation*}
$$

The same results holds for the urn process.
With dummy balls as above, Corollary 3.30 leads to the corresponding result for urns.

Theorem 3.31. Assume (A1)-(A6). Let $n \rightarrow \infty$ and condition on essential non-extinction.
(i) If $\operatorname{Re} \lambda_{2}<\frac{1}{2} \lambda_{1}$, then, in $D[0, \infty)$,

$$
n^{-1 / 2}\left(X_{\lfloor x n\rfloor}-x n \lambda_{1} v_{1}\right) \xrightarrow{\mathrm{d}} V(x),
$$

where $V(x)$ is a continuous Gaussian vector-valued process with $V(0)=$ 0 , mean $\mathbb{E} V(x)=0$ and, for $0<x \leq y$,

$$
\begin{array}{r}
\mathbb{E} V(x) V^{\prime}(y)=\int_{-\lambda_{1}^{-1} \ln x}^{\infty} \psi\left(s+\lambda_{1}^{-1} \ln x, A\right) B \psi\left(s+\lambda_{1}^{-1} \ln y, A\right)^{\prime} e^{-\lambda_{1} s} \lambda_{1} d s \\
-x \lambda_{1}^{2} v_{1} v_{1}^{\prime}
\end{array}
$$

(ii) If $\lambda_{2}=\frac{1}{2} \lambda_{1}$ and $\Lambda_{I I}=\left\{\lambda_{2}\right\}$, then, with $d:=d_{\lambda_{2}}$, in $D[0, \infty)$,

$$
(\ln n)^{-d-1 / 2} n^{-x / 2}\left(X_{\left\lfloor n^{x}\right\rfloor}-n^{x} \lambda_{1} v_{1}\right) \xrightarrow{\mathrm{d}} V(x),
$$

where $V(x)$ is a continuous Gaussian vector-valued process with $V(0)=0$, mean $\mathbb{E} V(x)=0$ and, for $0<x \leq y$,

$$
\begin{equation*}
\mathbb{E} V(x) V(y)^{\prime}=\tilde{c}(d, x, y) \lambda_{1}^{-2 d}\left(I-2 v_{1} a^{\prime} P_{\lambda_{2}}\right) \Sigma_{I I, d}\left(I-2 P_{\lambda_{2}}^{\prime} a v_{1}^{\prime}\right) \tag{3.27}
\end{equation*}
$$

where

$$
\tilde{c}(d, x, y):=(2 d+1) d!^{2} c(d, d, x, y)=\sum_{j=0}^{d} \frac{2 d+1}{2 d+1-j}\binom{d}{j}(y-x)^{j} x^{2 d+1-j}
$$

Remark 3.32. If $\operatorname{Re} \lambda_{2}=\frac{1}{2} \lambda_{1}$ and $\operatorname{Im} \lambda_{2} \neq 0$ we obtain a more complicated behaviour. If, for simplicity, $\lambda_{2}$ and $\overline{\lambda_{2}}$ are the only eigenvalues with real part $\frac{1}{2} \lambda_{1}$, it follows from Theorem 3.29 that $\left(X_{\left\lfloor n^{x}\right\rfloor}-n^{x} \lambda_{1} v_{1}\right)$ will, asymptotically, oscillate deterministically as a sine function with frequency $\left(\operatorname{Im} \lambda_{2} / 2 \pi \lambda_{1}\right) \ln n$, but with amplitude and phase drifting stochastically at a slower rate.

## 4. Some remarks, extensions and open problems

Remark 4.1. We assume throughout that the set of types is finite. However, in Examples 7.5 and 7.6 we consider two applications where the natural urn models have an infinite number of types (in this case $\mathbb{N}$ ); luckily it is possible in those applications to consider only a finite number of types at a time.

Another example where the results extend to an infinite space of types (in that case a compact group, for example $\mathbb{T}$ ) is described in Example 7.9.

These examples suggest the possibility of (and desire for) an extension of the results in this paper to infinite sets of types (with suitable assumptions). Our matrix $A$ would then be replaced by an operator acting in a suitable space, such as $\ell^{1}(\mathbb{N})$ or $L^{2}(\mathbb{T})$. It is far from clear how such an extension should be formulated, and we have not pursued this.

Remark 4.2. In several applications, the assumptions (1.1), (1.2) are too restrictive; we want to allow the possibility of removing other balls than the drawn one. Several authors, following Bagchi and Pal [10], have studied the so-called tenable urn models where $\xi_{i i}$ may be an arbitrary negative integer $-d_{i}$, but it is assumed that $d_{i} \mid \xi_{j i}$ for all $j$ and $d_{i} \mid X_{0 i}$; hence $X_{n i}$ is always a multiple of $d_{i}$ and we can never be required to remove balls that do not exist. (We still assume $\xi_{j i} \geq 0$ when $j \neq i$. We let $d_{i}=1$ if $\xi_{i i} \geq 0$.)

Note that the corresponding continuous time process $\mathcal{X}(t)$ is well-defined, but (if some $d_{i} \geq 2$ ) it is not a branching process because the balls do not evolve independently.

Tenable urns can, nevertheless, easily be reduced to the Athreya-Karlin setting, and thus studied by the results above, by replacing the balls with "superballs"; each superball of type $i$ being equivalent to $d_{i}$ ordinary balls and having activity $d_{i} a_{i}$. If $D$ denotes the diagonal matrix with $D_{i i}=d_{i}$, this means that we consider the process $\widetilde{X}_{n}:=D^{-1} X_{n}$, which is of the type treated above with $\widetilde{\xi}_{i}=D^{-1} \xi_{i}$ and $\widetilde{A}=D^{-1} A D$. Note that $\widetilde{A}$ and $A$ have the same eigenvalues. If (A2)-(A6) hold, we can thus apply Theorem 3.1 and its consequences in Section 3 to the superball process. Returning to the original process (by multiplying with $D$ ), it can easily be verified that all results in Section 3 (including the variance formulas) hold for tenable urns too. See Example 7.4 for an example.

As mentioned in the introduction, the results can be extended even further. Let $\xi_{i j}$ be arbitrary integers (or even real numbers), but assume that they are such that the urn process never can require the removal of balls
that do not exist. (An example, from [42], is given in Example 7.7.) The corresponding continuous time process then is well-defined; it is a generalized branching process where the death of one ball may force the removal of others. In this case, we cannot use the Perron-Frobenius theory, so we add the assumption that $A$ has a real eigenvalue $\lambda_{1}>0$ with $\operatorname{Re} \lambda<\lambda_{1}$ for every other eigenvalue $\lambda$, and that there exist corresponding left and right eigenvectors $u_{1}$ and $v_{1}$ such that $v_{1 i}>0$ for every $i$ and $u_{1 i}>0$ if $i$ is dominating while $u_{1 i}=0$ otherwise; we also assume (A2)-(A6). Finally, we assume that Lemma 9.7(iii) holds (we have not been able to prove this in the present generality), for example because $\mathbb{P}(W=0)=0$. It may then be verified that the proofs in Sections 9 and 11 hold without modification; hence all results in Section 3 except Theorems 3.9 and 3.10 hold for such urn models and generalized branching processes too. (We conjecture that the results hold also if it is possible that the process stops by requiring some $X_{n i}$ to become negative, provided that we condition on this not happening, but we have not pursued this.)

Remark 4.3. Assume for simplicity that essential extinction is impossible, so $W>0$. By Theorem 3.1 or Corollary 3.7 , the different sets of projections of $\mathcal{X}(t)$ in parts (i), (ii) and (iii) of these results, divided by the normalizing factor $W^{1 / 2}$, form three asymptotically independent families. This may seem surprising at first sight, but is explained by the three families being essentially determined by what happens in the end, the middle, and the beginning of the process, respectively. More formally, let $\varepsilon(t) \rightarrow 0$ and $\omega(t) \rightarrow \infty$ as $t \rightarrow \infty$. By Theorem 3.1 (and its proof), dividing everything by $W^{1 / 2}$ and ignoring terms that are asymptotically negligible, the projections in (i) depend only on the random splits after time $t-\omega(t)$, the projections in (ii) depend only on the random splits in $[\varepsilon(t) t,(1-\varepsilon(t)) t]$, and the projections in (iii) depend only on the random splits before $\omega(t)$.

For the urn process in Theorems 3.22-3.24 we find, by the exponential relation between $n$ and $t$, that the variables asymptotically depend only on the draws after $\varepsilon n$, the draws in $\left[n^{\varepsilon}, n^{1-\varepsilon}\right.$ ] and the draws before $\omega$, respectively. The same holds if we consider the different cases together as in Remark 3.25.
Remark 4.4. It would be interesting to extend the results to cases where (A4) or (A6) does not hold. A typical case is when $A$ is triangular: if, for example, $q=2$ and $A=\left(\begin{array}{cc}\alpha & 0 \\ \beta & \delta\end{array}\right)$ with $\beta>0$, the conditions hold if $\alpha>\delta$ but not otherwise. It might be possible to handle this case by combining the methods here with the ones in [37], where a detailed study is made in the related case of multitype Galton-Watson processes in discrete time. Some new phenomena will arise, however, see [37], [23], [38] and [20].

Remark 4.5. Mahmoud and Tsukiji [43], [57] have initiated the study of urn models where several, say 2 , balls are drawn at the same time, and balls are added depending on the drawn combination of types. It may be possible to study such models too by the methods of this paper, first considering the corresponding continuous time model, but we have not pursued this. (This
case is substantially more complicated than the standard case treated here; for example, the continuous time model will explode in finite time.)

Remark 4.6. Asmussen [3] has proved laws of iterated logarithm for $\mathcal{X}(t)$ in the irreducible case. (The results in the cases $\operatorname{Re} \lambda_{2}<\frac{1}{2} \operatorname{Re} \lambda_{1}$ and $\operatorname{Re} \lambda_{2}=$ $\frac{1}{2} \operatorname{Re} \lambda_{1}$ are different.) By the Athreya-Karlin embedding, this yields laws of iterated logarithm for the urn process $X_{n}$ complementing the results above; we leave the details to the reader. Such laws for the urn process have been proved in a special case by Bai, Hu and Zhang [12].

Remark 4.7. Our methods give no information on the rate of convergence. Using other methods, Hwang [26] has found the rate of convergence to the limiting normal distribution for a specific variable in Example 7.8 below: the rate is $n^{-\gamma}$ where $\gamma=\min \left(\frac{1}{2}, 3\left(\frac{1}{2}-\operatorname{Re} \lambda_{2} / \lambda_{1}\right)\right)$. It is tempting to conjecture that this might hold rather generally. (For a class of 2-type urns including Example 7.4, it is shown in [20] that the rate is $O\left(n^{1 / 2}\right)$; for these urns $\operatorname{Re} \lambda_{2}<0$, so this is consistent with the conjecture.)

## 5. VARIANCE CALCULATIONS

In several of the theorems in Section 3, the variances and covariances of the limits are given as integrals of matrix functions. In any specific application, these integrals can be evaluated by first transforming the matrix $A$ to Jordan normal form. (A computer algebra package is helpful, and can do the integration directly if $q$ is not too large.) We will here give some simplifications in important special cases. We concentrate on the main cases; the reader may add further similar results. See the examples in Section 7 and for various applications of these results. See also [32] for more complicated applications.

First we consider the case when the replacement vectors $\xi_{i}$ are deterministic. Let $D$ be the diagonal $q \times q$ matrix with entries

$$
D_{i i}:= \begin{cases}v_{1 i} / a_{i}, & a_{i} \neq 0  \tag{5.1}\\ 0, & a_{i}=0\end{cases}
$$

Lemma 5.1. (i) If each $\xi_{i}$ is deterministic, then $B=A D A^{\prime}$.
(ii) If furthermore $\operatorname{Re} \lambda_{2}<\frac{1}{2} \lambda_{1}$, then the covariance matrix $\Sigma$ in Theorem 3.22 is given by

$$
\begin{equation*}
\Sigma=\int_{0}^{\infty}\left(A-\lambda_{1} v_{1} a^{\prime}\right) e^{s A} D e^{s A^{\prime}}\left(A-\lambda_{1} v_{1} a^{\prime}\right)^{\prime} e^{-\lambda_{1} s} \lambda_{1} d s \tag{5.2}
\end{equation*}
$$

Equivalently, if $g_{i}(s):=\left(A-\lambda_{1} v_{1} a^{\prime}\right) e^{s A} \delta_{i}$, where $\left(\delta_{i}\right)_{j}=\delta_{i j}$, then

$$
\begin{equation*}
\Sigma=\int_{0}^{\infty} \sum_{a_{i} \neq 0} a_{i}^{-1} v_{1 i} g_{i}(s) g_{i}(s)^{\prime} e^{-\lambda_{1} s} \lambda_{1} d s \tag{5.3}
\end{equation*}
$$

If further $u_{1}=a$, then $g_{i}(s)=A e^{s A}\left(I-v_{1} u_{1}^{\prime}\right) \delta_{i}=A e^{s A}\left(\delta_{i}-u_{1 i} v_{1}\right)$.

Proof. We now have, by (2.13) and (2.1), when $a_{i} \neq 0$,

$$
\left(B_{i}\right)_{j k}=\mathbb{E} \xi_{i j} \mathbb{E} \xi_{i k}=a_{i}^{-2} A_{j i} A_{k i}
$$

and then by (2.14)

$$
B_{j k}=\sum_{i=1}^{q} a_{i} v_{1 i}\left(B_{i}\right)_{j k}=\sum_{a_{i} \neq 0} a_{i}^{-1} v_{1 i} A_{j i} A_{k i}=\left(A D A^{\prime}\right)_{j k},
$$

which proves (i).
For (ii), we have by (3.17) and (3.18) $\phi(s, A) A=e^{s A}-1$ and

$$
\psi(s, A) A=e^{s A} A-\lambda_{1} v_{1} a^{\prime}\left(e^{s A}-1\right)=\left(A-\lambda_{1} v_{1} a^{\prime}\right) e^{s A}+\lambda_{1} v_{1} a^{\prime} .
$$

Hence (i) now yields

$$
\begin{aligned}
& \psi(s, A) B \psi(s, A)^{\prime}=\left(A-\lambda_{1} v_{1} a^{\prime}\right) e^{s A} D e^{s A^{\prime}}\left(A-\lambda_{1} v_{1} a^{\prime}\right)^{\prime} \\
& +\lambda_{1} v_{1} a^{\prime} D e^{s A^{\prime}}\left(A-\lambda_{1} v_{1} a^{\prime}\right)^{\prime}+\lambda_{1}\left(A-\lambda_{1} v_{1} a^{\prime}\right) e^{s A} D a v_{1}^{\prime} \\
& +\lambda_{1}^{2} v_{1} a^{\prime} D a v_{1}^{\prime} .
\end{aligned}
$$

It follows from (5.1) that $(D a)_{i}=v_{1 i}$ when $a_{i} \neq 0$, and thus $a^{\prime} D a=a^{\prime} v_{1}=1$ and $A D a=A v_{1}=\lambda_{1} v_{1}$. It follows that $\left(A-\lambda_{1} v_{1} a^{\prime}\right) e^{s A}\left(D a-v_{1}\right)=0$, and thus $\left(A-\lambda_{1} v_{1} a^{\prime}\right) e^{s A} D a=\left(A-\lambda_{1} v_{1} a^{\prime}\right) e^{s A} v_{1}=0$. Hence, the second and third terms in the sum vanish. The fourth equals $\lambda_{1}^{2} v_{1} v_{1}^{\prime}$, and thus (5.2) follows from (3.19). Since $D=\sum_{i} D_{i i} \delta_{i} \delta_{i}^{\prime}$, (5.3) follows from (5.2).

In the special case $u_{1}=a$, we have $\left(A-\lambda_{1} v_{1} a^{\prime}\right) e^{s A}=A e^{s A}\left(I-v_{1} u_{1}^{\prime}\right)$, and the alternative formulas for $g_{i}$ follow.
Remark 5.2. In general, the argument above shows that if $B_{i}^{\circ}$ is the covariance matrix $\mathbb{E}\left(\xi_{i}-\mathbb{E} \xi_{i}\right)\left(\xi_{i}-\mathbb{E} \xi_{i}\right)^{\prime}$ and $B^{\circ}:=\sum_{i=1}^{q} a_{i} v_{1 i} B_{i}^{\circ}$, then

$$
\begin{aligned}
\Sigma= & \int_{0}^{\infty} \psi(s, A) B^{\circ} \psi(s, A)^{\prime} e^{-\lambda_{1} s} \lambda_{1} d s \\
& +\int_{0}^{\infty}\left(A-\lambda_{1} v_{1} a^{\prime}\right) e^{s A} D e^{s A^{\prime}}\left(A-\lambda_{1} v_{1} a^{\prime}\right)^{\prime} e^{-\lambda_{1} s} \lambda_{1} d s
\end{aligned}
$$

which separates the contributions to the asymptotic variance coming from the randomness in the $\xi_{i}$ and the randomness in the draws.

Another simplifying case is when $A$ is diagonalizable. In that case, there exist dual bases $\left\{u_{i}\right\}_{i=1}^{q}$ and $\left\{v_{i}\right\}_{i=1}^{q}$ of left and right eigenvectors of $A$, i.e. vectors such that $u_{i} A=\lambda_{i} u_{i}, A v_{i}=\lambda_{i} v_{i}$ and $u_{i} \cdot v_{j}=\delta_{i j}$ (where the $\lambda_{i}$, $i=1, \ldots, q$ do not have to be distinct; we assume that the bases are ordered such that $\lambda_{1} \geq \operatorname{Re} \lambda_{2} \geq \ldots$ as elsewhere).
Lemma 5.3. (i) If $A$ is diagonalizable and $\left\{u_{i}\right\}_{i=1}^{q}$ and $\left\{v_{i}\right\}_{i=1}^{q}$ are dual bases of eigenvectors, then, with $L_{I}:=\left\{i: \lambda_{i} \in \Lambda_{I}\right\}$ and $L_{I I}:=\left\{i: \lambda_{i} \in\right.$ $\left.\Lambda_{I I}\right\}$,

$$
\Sigma_{I}=\sum_{j, k \in L_{I}} \frac{u_{j}^{\prime} B u_{k}}{\lambda_{1}-\lambda_{j}-\lambda_{k}} v_{j} v_{k}^{\prime} \quad \text { and } \quad \Sigma_{I I}=\sum_{j \in L_{I I}}\left(u_{j}^{\prime} B \overline{u_{j}}\right) v_{j} v_{j}^{*} .
$$

(ii) If further each $\xi_{i}$ is deterministic, then

$$
\Sigma_{I}=\sum_{j, k \in L_{I}} \frac{\lambda_{j} \lambda_{k} u_{j}^{\prime} D u_{k}}{\lambda_{1}-\lambda_{j}-\lambda_{k}} v_{j} v_{k}^{\prime} \quad \text { and } \quad \Sigma_{I I}=\sum_{j \in L_{I I}}\left|\lambda_{j}\right|^{2}\left(u_{j}^{\prime} D \overline{u_{j}}\right) v_{j} v_{j}^{*}
$$

(iii) If further $\operatorname{Re} \lambda_{2}<\frac{1}{2} \lambda_{1}$, then the covariance matrix $\Sigma$ in Theorem 3.22 is given by, with $w_{j}:=\lambda_{j} v_{j}-\lambda_{1}\left(a \cdot v_{j}\right) v_{1}$,

$$
\Sigma=\sum_{j, k=2}^{q} \frac{\lambda_{1} u_{j}^{\prime} D u_{k}}{\lambda_{1}-\lambda_{j}-\lambda_{k}} w_{j} w_{k}^{\prime}
$$

(iv) If the assumptions in (i) and (ii) hold and $\operatorname{Re} \lambda_{2}=\frac{1}{2} \lambda_{1}$, then the covariance matrix $\Sigma$ in Theorem 3.23 is given by, with $w_{j}$ as in (iii),

$$
\Sigma=\sum_{j \in \Lambda_{I I}}\left(u_{j}^{\prime} D u_{j}\right) w_{j} w_{j}^{*}
$$

Proof. We have $P_{I}=\sum_{j \in L_{I}} v_{j} u_{j}^{\prime}$ and $P_{I} e^{s A}=\sum_{j \in L_{I}} e^{s \lambda_{j}} v_{j} u_{j}^{\prime}$. Hence the first equality in (i) follows from the definition (2.15). The second follows similarly from (2.16).

For (ii) we use (i) and $B=A D A^{\prime}$ from Lemma 5.1, recalling that $u_{j}^{\prime} A=$ $\lambda_{j} u_{j}^{\prime}$.

In case (iii), when $L_{I}=\{2, \ldots, q\}$, the result follows from (5.2) and

$$
\left(A-\lambda_{1} v_{1} a^{\prime}\right) e^{s A}=\sum_{j \geq 1}\left(A-\lambda_{1} v_{1} a^{\prime}\right) e^{s A} v_{j} u_{j}^{\prime}=\sum_{j \geq 2} w_{j} e^{s \lambda_{j}} u_{j}^{\prime}
$$

Finally, since $A$ is diagonalizable, $d=0$ and (iv) follows from (3.20) and (ii).

A third common simplifying case is when each $a_{i}=1$ and a fixed number of balls is added each time. We state the result somewhat more generally. (Cf. Examples 2.3, 3.11 and 3.12.)

Lemma 5.4. Suppose that $a \cdot \mathbb{E} \xi_{i}=m$ for some $m>0$ and every $i$. (For example, this holds if exactly $m$ balls are added each time, and each $\left.a_{i}=1.\right)$ Then $\lambda_{1}=m$ and $u_{1}=a$. The covariance matrix (3.19) in Theorem 3.22 equals $m \Sigma_{I}$. The covariance matrix (3.20) in Theorem 3.23 equals $\lambda_{1}^{-2 d} \Sigma_{I I, d}$.

Proof. We have, by (2.1) and assumption,

$$
\left(a^{\prime} A\right)_{k}=\sum_{j=1}^{q} a_{j} A_{j k}=\sum_{j=1}^{q} a_{j} a_{k} \mathbb{E} \xi_{k j}=a_{k} a \cdot \mathbb{E} \xi_{k}=m a_{k}
$$

so $a^{\prime} A=m a^{\prime}$ and $a$ is a non-negative left eigenvector of $A$. This implies that $m=\lambda_{1}$ and that $a$ is a multiple of $u_{1}$; by our normalizations (2.2) and (2.3), $a=u_{1}$.

It follows that $a^{\prime} P_{\lambda_{1}}=a^{\prime}$ and $a^{\prime} P_{\lambda}=a^{\prime} P_{\lambda_{1}} P_{\lambda}=0$ when $\lambda \neq \lambda_{1}$; thus $T=0$ in Theorem 3.23, which shows the claim about (3.20).

For (3.19), we may use algebraic manipulations as in the lemmas above, but it seems easier to proceed as follows. Conditioning on $X_{0}$, we may assume that $X_{0}$ is fixed. Then $a \cdot X_{n}=m n+l$, where $l:=a \cdot X_{0}$. Thus we can obtain $X_{n}$ by stopping at $\tau_{b}(n+l / m)$, where $b=m^{-1} a$. We thus obtain the conclusion of Theorem 3.22 directly from Corollary 3.16 , with $\Sigma$ given by (3.13). Furthermore, since $b^{\prime} P_{\lambda}=m^{-1} a^{\prime} P_{\lambda}=0$ for every $\lambda \neq \lambda_{1}$, we have $b^{\prime} P_{I}=0$ and $P_{I}^{\prime} b=0$. Moreover, $b \cdot v_{1}=m^{-1} a \cdot v_{1}=m^{-1}$. Since $\Sigma_{I}=P_{I} \Sigma_{I} P_{I}^{\prime}$ by (2.15), $b^{\prime} \Sigma_{I}=0$ and $\Sigma_{I} b=0$, and the middle expression in (3.13) equals $m \Sigma_{I}$.

If further $m=1$, we have in addition the following.
Lemma 5.5. If each $\left|\xi_{i}\right|=1$, i.e. exactly one ball is added each time, and each $a_{i}=1$, then $B=D$.

Proof. Since only one $\xi_{i j}$ is non-zero at a time, $B_{i}$ in (2.13) is diagonal, with $\left(B_{i}\right)_{j j}=\mathbb{P}\left(\xi_{i j}=1\right)=\mathbb{E} \xi_{i j}$. Thus $B$ is diagonal with, see (2.18),

$$
B_{j j}=\sum_{i=1}^{q} v_{1 i} a_{i} \mathbb{E} \xi_{i j}=\left(\lambda_{1} v_{1}\right)_{j}=v_{1 j}
$$

We also give a calculation of the variances and covariances in Theorem 3.28.

Lemma 5.6. Suppose that $a_{i}=1$ and $\mathbb{E} \sum_{j} \xi_{i j}=m$ for every $i$, and that $A$ is diagonalizable with dual bases of eigenvectors $\left\{u_{i}\right\}_{i=1}^{q}$ and $\left\{v_{i}\right\}_{i=1}^{q}$. Then $\lambda_{1}=m$ and, if $\operatorname{Re} \lambda_{2}<\lambda_{1} / 2$, the limit in Theorem 3.28 satisfies

$$
\begin{array}{r}
\mathbb{E} \widehat{V} \widehat{V}^{\prime}=\sum_{j, k=2}^{q}\left(\left(\frac{1}{\lambda_{1}-\lambda_{j}}+\frac{1}{\lambda_{1}-\lambda_{k}}\right) \frac{u_{j}^{\prime} B u_{k}}{\lambda_{1}-\lambda_{j}-\lambda_{k}}\right. \\
\\
\left.\quad+\frac{\lambda_{1}^{2}-\lambda_{j} \lambda_{k}}{\left(\lambda_{1}-\lambda_{j}\right)\left(\lambda_{1}-\lambda_{k}\right)} u_{j}^{\prime} D u_{k}\right) v_{j} v_{k}^{\prime} \\
\begin{array}{r}
\mathbb{E} V \widehat{V}^{\prime}=
\end{array} \sum_{j, k=2}^{q}\left(\frac{\lambda_{1}}{\left(\lambda_{1}-\lambda_{j}\right)\left(\lambda_{1}-\lambda_{j}-\lambda_{k}\right)} u_{j}^{\prime} B u_{k}+\frac{\lambda_{1} \lambda_{j}}{\lambda_{1}-\lambda_{j}} u_{j}^{\prime} D u_{k}\right) v_{j} v_{k}^{\prime}  \tag{5.5}\\
\\
+\sum_{k=2}^{q} \frac{u_{1}^{\prime} B u_{k}}{\lambda_{1}-\lambda_{k}} v_{1} v_{k}^{\prime}
\end{array}
$$

Proof. By Lemma 5.4, $\lambda_{1}=m$ and $u_{1}=a$. Thus, $I-v_{1} a^{\prime}=I-v_{1} u_{1}^{\prime}=$ $\sum_{j=2}^{q} v_{j} u_{j}^{\prime}$, and it follows from (3.22) that, with $\phi(s, \lambda)=\int_{0}^{s} e^{t \lambda} d t$,

$$
\begin{aligned}
& \mathbb{E} \widehat{V} \widehat{V}^{\prime}=\sum_{j, k=2}^{q} v_{j} \int_{0}^{\infty} u_{j}^{\prime}\left(\phi\left(s, \lambda_{j}\right) B \phi\left(s, \lambda_{k}\right)\right. \\
&\left.+e^{s \lambda_{j}} D+D e^{s \lambda_{k}}-D\right) u_{k} e^{-\lambda_{1} s} \lambda_{1} d s v_{k}^{\prime}
\end{aligned}
$$

By the definition of $\phi(s, \lambda)$ and changes of order of integration,

$$
\begin{aligned}
\int_{0}^{\infty} \phi\left(s, \lambda_{j}\right) & \phi\left(s, \lambda_{k}\right) e^{-\lambda_{1} s} \lambda_{1} d s=\iiint_{0<t, u<s} e^{\lambda_{j} t+\lambda_{k} u-\lambda_{1} s} \lambda_{1} d s d u d t \\
& =\iint_{0<t<u} e^{\lambda_{j} t+\left(\lambda_{k}-\lambda_{1}\right) u} d u d t+\iint_{0<u<t} e^{\lambda_{k} u+\left(\lambda_{j}-\lambda_{1}\right) t} d t d u \\
& =\frac{1}{\lambda_{1}-\lambda_{k}} \frac{1}{\lambda_{1}-\lambda_{k}-\lambda_{j}}+\frac{1}{\lambda_{1}-\lambda_{j}} \frac{1}{\lambda_{1}-\lambda_{j}-\lambda_{k}}
\end{aligned}
$$

The integrals of the other terms are easily computed and a summation yields (5.4).

Similarly, since (3.18) and $a=u_{1}$ imply $u_{1}^{\prime} \psi(s, A)=u_{1}^{\prime}$ and $u_{j}^{\prime} \psi(s, A)=$ $e^{s \lambda_{j}} u_{j}^{\prime}$ for $j \neq 1$, (3.23) yields

$$
\begin{aligned}
& \mathbb{E} V \widehat{V}^{\prime}=\sum_{j, k=2}^{q} v_{j} \int_{0}^{\infty} u_{j}^{\prime} e^{s \lambda_{j}}\left(B \phi\left(s, \lambda_{k}\right)+\lambda_{j} D\right) u_{k} e^{-\lambda_{1} s} \lambda_{1} d s v_{k}^{\prime} \\
&+\sum_{k=2}^{q} v_{1} \int_{0}^{\infty} u_{1}^{\prime}\left(B \phi\left(s, \lambda_{k}\right)+\lambda_{1} D\right) u_{k} e^{-\lambda_{1} s} \lambda_{1} d s v_{k}^{\prime}
\end{aligned}
$$

Again, the integrals are easily computed, and (5.5) follows; note that $u_{1}^{\prime} D u_{k}=$ $v_{1}^{\prime} u_{k}=0$ for $k \neq 1$.
Remark 5.7. These results can be extended to the covariances in the process limits. For example, under the assumptions of Lemma 5.3(iii), an argument as in the proofs of Lemmas 5.1 and 5.3 shows that in (3.26)

$$
\mathbb{E} V(x) V(y)^{\prime}=\sum_{j, k \geq 2} x^{1-\lambda_{k} / \lambda_{1}} y^{\lambda_{k} / \lambda_{1}} \frac{\lambda_{1} u_{j}^{\prime} D u_{k}}{\lambda_{1}-\lambda_{j}-\lambda_{k}} w_{j} w_{k}^{\prime}, \quad 0 \leq x \leq y
$$

Similarly, under the assumptions of Lemma 5.4 and with $\operatorname{Re} \lambda_{2}<\frac{1}{2} \lambda_{1}$, we have in (3.26), by Corollary 3.30 with $b:=m^{-1} a$ and (3.24),

$$
\begin{equation*}
\mathbb{E} V(x) V(y)^{\prime}=m x \Sigma_{I}(y / x)^{m^{-1} A^{\prime}}, \quad 0<x \leq y \tag{5.6}
\end{equation*}
$$

## 6. Relations to previously known Results

Large parts of Theorem 3.1 are known since Athreya's thesis, at least in the irreducible case: the a.s. convergence is in [4] and [9, Theorem V.7.2], and the limits in Corollary 3.7 are proved in [5], [6], see also [9, §V.8]. Our results give more explicit formulas for the asymptotic variances and covariances, and the extension to stochastic processes. The independence between the limit processes in (i) and (ii) seems new too.

Also Theorems 3.21-3.24 for urn models are basically due to Athreya and Karlin [8], see also [9, §V.9], but it is not evident how to obtain explicit formulas for asymptotic variances from their paper.

One of the purposes of this paper is to draw attention to the embedding method in [8], adding some details and making the results simpler to apply. In our opinion, this method has been neglected for too long. Several authors have, however, derived similar results for Pólya urns, in more or less general situations, usually by calculating moments by recursion formulas or by martingale methods. (Of course, the embedding method uses martingales too, for the branching process. It is thus not really a question of using martingales or not; the main difference is rather whether to use discrete time martingales directly or to first randomize the splitting times by the continuous time branching process and then use continuous time martingales.) It seems that the (discrete time) martingale methods works fine when the number of added balls is fixed, but the extra randomization in the embedding method makes it much easier to handle the general case.

Some important papers with general limit theorems for urn processes that contain special cases of our results are the following. (Our description is brief; for exact conditions and results, see the cited papers. See also further references in these papers.)

Bagchi and Pal [10] gave, using the method of moments, limit theorems when $q=2$ and the number of added balls is fixed, see Example 7.2 below. Gouet [23] gave functional limit theorems in the same case, using a martingale central limit theorem.

Smythe [55] used martingale methods to establish asymptotic normality of $X_{n}$ and joint asymptotic normality of $X_{n}$ and $N_{n}$ (thus inspiring our Theorem 3.28) when $\lambda_{2}<\frac{1}{2} \lambda_{1}$, allowing removals (in the tenable case) and assuming that the expected number of added balls does not depend on the type of the drawn ball, i.e. that the column sums of $A$ are the same, and thus equal to $\lambda_{1}$. (He also assumed some technical simplifications, for example that $A$ is diagonalizable). However, no general variance formulas were given, although some examples are given and it is stated that asymptotic variances and covariances in principle can be computed more generally. (See also the special case in [47] where asymptotic variances are given.) It is noteworthy that only the expected number of added balls is assumed constant in [55]; most papers applying martingale methods use the stronger assumption that the actual number of added balls is constant.

Bai and Hu [11] used similar martingale methods to establish asymptotic normality of $X_{n}$. They assumed that the number of added balls is constant, usually 1 , and that $\operatorname{Re} \lambda_{2} \leq \frac{1}{2} \lambda_{1}=\frac{1}{2}$. A new feature of [11] is that they allow time-dependent transition probabilities (converging to a limit), a case not studied in this paper.

Bai, Hu and Zhang [12] studied the case of two types in more detail, using martingale methods and the Skorohod embedding theorem. Again they allow some time-dependency, and assume that the number of added balls is 1 (with some randomness allowed in the time dependent case), and that $\operatorname{Re} \lambda_{2} \leq \frac{1}{2} \lambda_{1}=\frac{1}{2}$. They results include functional limit theorems, laws of iterated logarithm, and estimates of rates of convergence.

Flajolet, Gabarró and Pekari [20] used generating function methods to study 2-type urns in detail. They prove, among other results, asymptotic normality for a class of such urns, with an estimate of the rate of convergence.

Remark 6.1. A method that has, as far as we know, not yet been used to study this type of urn models is to use a general limit theorem for Markov processes such as [34, Theorem 19.28]. This seems to have the potential of giving comparatively simple proofs of several results in this paper, and could probably be used to attack some of the extensions mentioned in Section 4.

## 7. Examples and applications to Random trees

We give several examples of urn models that illustrate the results above. We concentrate on already studied models and show how several previosly known results follow from our theorems by routine calculations; we encourage the reader to compare the methods. We also give some new results.

Unless otherwise stated, all activities $a_{i}=1$, the urn is irreducible, (A1)(A6) hold, and (essential) extinction is impossible; this can in each case easily be verified using Lemma 2.1. We sometimes omit minor details, such as specifying $X_{0}$; similarly, when convenient we shift the indices and start the process with $X_{1}$.

Example 7.1. First a trivial example. If $\xi_{1}, \ldots, \xi_{q}$ are random with the same distribution, the drawn types do not matter and $X_{n}-X_{0}$ is a sum of $n$ i.i.d. random vectors. Thus $X_{n}$ is asymptotically normal by the central limit theorem. In this case, $A$ has rank 1 so $\lambda_{2}=0$ with multiplicity $q-1$, and there are no further eigenvalues. It can be verified that Theorem 3.22 indeed yields the normal limit given by the central limit theorem. Similarly, Theorem 3.31 yields the same result as Donsker's theorem.

If $b=\delta_{1}=(1,0, \ldots, 0)^{\prime}$, then $X_{\tau_{b}(z)}$ is the vector obtained by summing i.i.d. copies of $\xi_{1}$ until the first component is at least $z$. Corollary 3.16 yields asymptotic normality, as shown in [25], [24].

Example 7.2 (general 2-type urn). Generalizing Friedman's urn in Examples 2.4 and 3.27 , consider the case $q=2$ with nonrandom $\xi_{1}=(\alpha, \beta)^{\prime}$ and $\xi_{2}=(\gamma, \delta)^{\prime}$. We assume that $\beta, \gamma>0$ so that the urn is irreducible, and that $\lambda_{1}>0$. If $\alpha, \delta \geq-1$, (A1)-(A6) hold and extinction is impossible; by Remark 4.2 we can also allow other negative values for $\alpha$ and $\delta$ under suitable conditions, for example in the tenable case.

The case $\alpha+\beta=\gamma+\delta$ has been studied by several authors, including Bernstein [13], [14] and (also for the tenable case) Bagchi and Pal [10], who proved asymptotic normality when $\lambda_{2} \leq \lambda_{1} / 2$, and Flajolet, Gabarró and Pekari [20]. Gouet [23] gave functional limit theorems.

We extend their results as follows. We write, for notational convenience, $\kappa:=(\alpha+\delta) / 2, \varepsilon:=(\alpha-\delta) / 2, \rho:=\sqrt{\varepsilon^{2}+\beta \gamma}>0$. Thus

$$
A=\left(\begin{array}{ll}
\alpha & \gamma \\
\beta & \delta
\end{array}\right)=\left(\begin{array}{cc}
\kappa+\varepsilon & \gamma \\
\beta & \kappa-\varepsilon
\end{array}\right)
$$

Simple calculations yield the eigenvalues $\lambda_{ \pm}=\kappa \pm \rho$ (the indices,+- are more convenient than 1,2 in this example) and the dual bases of eigenvectors $\left(v_{+}, v_{-}\right)$and $\left(u_{+}, u_{-}\right)$with

$$
v_{ \pm}=c_{ \pm}^{-1}\binom{\varepsilon \pm \rho}{\beta}, \quad u_{ \pm}=\frac{c_{ \pm}}{(\varepsilon \pm \rho)^{2}+\beta \gamma}\binom{\varepsilon \pm \rho}{\gamma}
$$

where $c_{ \pm}$are normalization constants. We take $c_{+}=\beta+\rho+\varepsilon$ so that $a \cdot v_{+}=1$, and choose $c_{-}=1$.

If $\lambda_{-}<\frac{1}{2} \lambda_{+}$, or, equivalently, $\kappa<3 \rho$, Theorem 3.22 yields $n^{-1 / 2}\left(X_{n}-\right.$ $\left.n(\kappa+\rho) v_{+}\right) \xrightarrow{\mathrm{d}} N(0, \Sigma)$, where Lemma 5.3 (iii) yields

$$
\Sigma=\frac{\lambda_{+}}{\lambda_{+}-2 \lambda_{-}}\left(u_{-}^{\prime} D u_{-}\right) w w^{\prime}
$$

with $w:=\lambda_{-} v_{-}-\lambda_{+}\left(a \cdot v_{-}\right) v_{+}$. By elementary calculations, using $(\rho-\varepsilon)^{2}+$ $\beta \gamma=2 \rho(\rho-\varepsilon)$ and $(\rho-\varepsilon)(\beta+\rho+\varepsilon)=\beta(\gamma+\rho-\varepsilon)$, we find

$$
u_{-}^{\prime} D u_{-}=\frac{\gamma}{4 \rho^{2}(\rho-\varepsilon)} \quad \text { and } \quad w=\frac{2 \rho \beta}{\beta+\rho+\varepsilon}\binom{\gamma-\alpha}{\delta-\beta}
$$

and

$$
\begin{equation*}
\Sigma=\frac{(\kappa+\rho) \beta \gamma}{(3 \rho-\kappa)(\beta+\rho+\varepsilon)(\gamma+\rho-\varepsilon)}\binom{\gamma-\alpha}{\delta-\beta}(\gamma-\alpha, \quad \delta-\beta) \tag{7.1}
\end{equation*}
$$

(It is easy to see that $X_{n 1}$ and $X_{n 2}$ are linearly dependent, which explains why $\Sigma$ has rank 1 . It is thus sufficient to study only $X_{n 1}$.)

In the special case $\alpha+\beta=\gamma+\delta=m$ studied in [10] this simplifies: now $\lambda_{+}=\kappa+\rho=m, \rho=(\beta+\gamma) / 2$ and $3 \rho-\kappa=m+2 \rho-2 \kappa=m+2(\gamma-\alpha)$, so

$$
\Sigma=\frac{m \beta \gamma}{(m+2(\gamma-\alpha))(\beta+\gamma)^{2}}(\gamma-\alpha)^{2}\left(\begin{array}{rr}
1 & -1 \\
-1 & 1
\end{array}\right)
$$

in accordance with [10].
When $\kappa=3 \rho, \lambda_{-}=\frac{1}{2} \lambda_{+}$and Theorem 3.23 yields $(n \ln n)^{-1 / 2}\left(X_{n}-\right.$ $\left.n(\kappa+\rho) v_{+}\right) \xrightarrow{\mathrm{d}} N(0, \Sigma)$, where by Lemma $5.3(\mathrm{iv})$ and the calculations above

$$
\begin{equation*}
\Sigma=\frac{\beta \gamma}{(\beta+\rho+\varepsilon)(\gamma+\rho-\varepsilon)}\binom{\gamma-\alpha}{\delta-\beta}(\gamma-\alpha, \quad \delta-\beta) \tag{7.2}
\end{equation*}
$$

In the special case $\alpha+\beta=\gamma+\delta$ (when $\alpha=\beta+2 \gamma, \delta=2 \beta+\gamma$ ) this simplifies to $\beta \gamma\left(\begin{array}{rr}1 & -1 \\ -1 & 1\end{array}\right)$ as given by [10].

Theorem 3.31 yields functional convergence in $D[0, \infty)$ to a Gaussian process when $\kappa \leq 3 \rho$. (In the special case $\alpha+\beta=\gamma+\delta$, this was proved by Gouet [23].) If $\kappa<3 \rho$, then

$$
n^{-1 / 2}\left(X_{\lfloor x n\rfloor}-x n(\kappa+\rho) v_{+}\right) \xrightarrow{\mathrm{d}} V(x),
$$

where $\mathbb{E} V(x)=0$ and, by Remark 5.7 , with $\Sigma$ given in (7.1),

$$
\mathbb{E} V(x) V^{\prime}(y)=x^{1-\lambda_{-} / \lambda_{+}} y^{\lambda_{-} / \lambda_{+}} \Sigma, \quad 0 \leq x \leq y
$$

If $\kappa=3 \rho$, then, instead,

$$
(\ln n)^{-1 / 2} n^{-x / 2}\left(X_{\left\lfloor n^{x}\right\rfloor}-n^{x}(\kappa+\rho) v_{+}\right) \xrightarrow{\mathrm{d}} V(x),
$$

where $\mathbb{E} V(x)=0$ and, with $\Sigma$ given in (7.2),

$$
\mathbb{E} V(x) V^{\prime}(y)=x \Sigma, \quad 0 \leq x \leq y
$$

Example 7.3 (randomized play-the-winner). The calculations in Example 7.2 can be extended to random $\xi_{1}$ and $\xi_{2}$. We consider for simplicity only the case when exactly one ball is added each time. This gives the randomized play-the-winner rule for clinical trials introduced by Wei and Durham [58], see also [59]: If the drawn ball has type $i(i=1$ or 2 ), we add a ball with the same type with probability $p_{i}$ and a ball with the opposite type with probability $q_{i}=1-p_{i}$. Here $p_{1}$ and $p_{2}$ are given numbers with $0 \leq p_{i}<1$. We have

$$
A=\left(\begin{array}{ll}
p_{1} & q_{2} \\
q_{1} & p_{2}
\end{array}\right)
$$

It is easily seen that, see Lemma $5.4, \lambda_{1}=1, \lambda_{2}=p_{1}+p_{2}-1=p_{1}-q_{2}$,

$$
u_{1}=\binom{1}{1}, \quad v_{1}=\frac{1}{q_{1}+q_{2}}\binom{q_{2}}{q_{1}}, \quad u_{2}=\binom{q_{1}}{-q_{2}}, \quad v_{2}=\frac{1}{q_{1}+q_{2}}\binom{1}{-1} .
$$

Lemma 5.5 yields

$$
B=D=\frac{1}{q_{1}+q_{2}}\left(\begin{array}{cc}
q_{2} & 0 \\
0 & q_{1}
\end{array}\right)
$$

When $\lambda_{2}<1 / 2$, Theorem 3.22 applies with, by Lemmas 5.4 and 5.3(i),

$$
\Sigma=\Sigma_{I}=\frac{u_{2}^{\prime} B u_{2}}{1-2 \lambda_{2}} v_{2} v_{2}^{\prime}=\frac{q_{1} q_{2}}{\left(1-2 \lambda_{2}\right)\left(q_{1}+q_{2}\right)^{2}}\left(\begin{array}{rr}
1 & -1 \\
-1 & 1
\end{array}\right)
$$

(Note that $q_{1}+q_{2}=1-\lambda_{2}$.) Moreover, by Theorem 3.28(i), we have joint asymptotic normality of the numbers of balls of different types after $n$ draws and the numbers of drawn balls of different types. Considering, as we may, only type 1 , we have

$$
n^{-1 / 2}\left(X_{n 1}-n q_{2} /\left(q_{1}+q_{2}\right), N_{n 1}-n q_{2} /\left(q_{1}+q_{2}\right)\right) \xrightarrow{\mathrm{d}} N\left(0, \Sigma_{1}\right),
$$

where Lemma 5.6 easily gives

$$
\Sigma_{1}=\frac{q_{1} q_{2}}{\left(1-2 \lambda_{2}\right)\left(q_{1}+q_{2}\right)^{2}}\left(\begin{array}{cc}
1 & 1+2 \lambda_{2} \\
1+2 \lambda_{2} & 3+2 \lambda_{2}
\end{array}\right)
$$

Similarly, when $\lambda_{2}=1 / 2$, Theorem 3.23 applies with $d=0$ and, by Lemmas 5.4 and 5.3(i),

$$
\Sigma=\Sigma_{I I, d}=\Sigma_{I I}=\frac{q_{1} q_{2}}{\left(q_{1}+q_{2}\right)^{2}}\left(\begin{array}{rr}
1 & -1 \\
-1 & 1
\end{array}\right)=4 q_{1} q_{2}\left(\begin{array}{rr}
1 & -1 \\
-1 & 1
\end{array}\right) .
$$

Furthermore, Theorem 3.28(ii) applies, and $\widehat{V}=A^{-1} V=2 V$.
For earlier proofs of these results and some extensions, see [56], [55], [11], [12].

Example 7.4 (random 2-3 trees). Bagchi and Pal [10] applied their general result to random 2-3 trees. In such trees, all internal nodes have 2 or 3 children, and all external nodes (leaves) are at the same distance from the root. Keys are associated either with the leaves or with the internal nodes [10], [2]. We define, following [10], the type of an internal node to be $W$ if it has 2 children and $B$ if it has 3 ; an external node has the same type as its parent. When the tree is grown randomly, a new external node is inserted adjacent to a randomly chosen old one; this either transforms a $W$-type node at the lowest level to $B$, or splits a $B$-type node at the lowest level into two nodes of type $W$ (possibly inducing further splits higher up). Bagchi and Pal [10] study the types of the external nodes as an urn process, with $\xi_{1}=(-2,3)^{\prime}$ and $\xi_{2}=(4,-3)^{\prime}$. This does not satisfy (1.2) so, as noted in [10], the Athreya-Karlin embedding is not immediately available. However, this example is of the "tenable" type described in Remark 4.2, where we can use the superball trick. In this case, the superball method is very natural; it means that we consider the lowest level internal nodes instead of the external nodes. This "internal" urn model for $2-3$ trees was one of the examples considered by Aldous, Flannery and Palacios [2], who noted that the Athreya-Karlin embedding works.

For the internal version, we have the urn model with $\xi_{1}=(-1,1)^{\prime}$ and $\xi_{2}=(2,-1)^{\prime}$ and the activities $a_{1}=2, a_{2}=3$; hence $A=\left(\begin{array}{rr}-2 & 6 \\ 2 & -3\end{array}\right)$. Straightforward calculations yield $\lambda_{1}=1, \lambda_{2}=-6$ and, by Theorem 3.22 and Lemma 5.3(iii), for example $n^{-1 / 2}\left(W_{n}-\frac{2}{7} n\right) \xrightarrow{\text { d }} N\left(0, \frac{108}{637}\right)$, if $W_{n}$ is the number of $W$-type internal nodes in the lowest level when we have $n$ nodes. For $w_{n}$, the number of $W$-type external nodes, we have $w_{n}=2 W_{n}$ and thus

$$
\begin{equation*}
n^{-1 / 2}\left(w_{n}-\frac{4}{7} n\right) \xrightarrow{\mathrm{d}} N\left(0, \frac{432}{637}\right), \tag{7.3}
\end{equation*}
$$

as shown by other methods in [10].
Alternatively, we can obtain this directly by using Theorem 3.22 on the external version in [10], although (A1) is not satisfied; as remarked in Remark 4.2, this is allowed for tenable urns (and for some other urns too). In this direct approach, $A=\left(\begin{array}{rr}-2 & 4 \\ 3 & -3\end{array}\right)$, and (7.3) follows by simple computations using Lemma 5.3 (iii), or directly by (7.1). Note that, as always with the superball trick, $A$ differs for the two versions, but the eigenvalues are the same, see Remark 4.2.

A detailed treatment of this urn by different methods is given in [20].
Example 7.5 (random recursive trees). Mahmoud and Smythe [46] used a generalized Pólya urn to study random recursive trees and obtained the asymptotic normal distribution of the nodes of outdegrees 0,1 and 2 . They indicated that the results in principle extend to higher degrees; we can now do this.

The distribution of outdegrees is the same as the distribution of types in a generalized Pólya urn with infinitely many types $\{0,1,2, \ldots\}$ and the rule that if a ball with type $i$ is drawn, it is removed and replaced by a ball of type
$i+1$ and a ball of type 0 , see [46]. In our notation, $\xi_{i j}=-\delta_{i j}+\delta_{0 j}+\delta_{i+1, j}$. Our theorems assume that the number of types is finite, but luckily we can in this application truncate and lump all high degrees together. Thus, let $M \geq 1$ be an integer and use the types $\{0,1, \ldots, M\}$ only (thus $q=M+1$ ), where now type $M$ represents all outdegrees $\geq M$. The replacement vectors $\xi_{i}$ are as in the infinite model when $i<M$, while now $\xi_{M}=(1,0, \ldots, 0)^{\prime}$.

Exactly one ball is added each time, so $\lambda_{1}=1$ and $u_{1}=a=(1,1, \ldots, 1)^{\prime}$ by Lemma 5.4. It is easily verified that $v_{1}=\left(1 / 2,1 / 4, \ldots, 2^{-M}, 2^{-M}\right)^{\prime}$, i.e. $v_{1 i}=2^{-i-1}$ for $0 \leq i<M$ and $v_{1 M}=2^{-M}$. In particular, Theorem 3.21 shows that $X_{n i} / n \xrightarrow{\text { a.s. }} 2^{-i-1}$ for every $i \geq 0$ (by taking $M>i$ ); the weaker statement $X_{n i} / n \xrightarrow{\mathrm{p}} 2^{-i-1}$ was shown by Meir and Moon [48].

It can be shown, see [32], that $A$ has besides $\lambda_{1}=1$ only the eigenvalue -1 (with multiplicity $q-1=M$ ). (Moreover, $d_{-1}=M-1$, so $A$ is not diagonalizable when $M \geq 2$.) Since thus $\lambda_{2}=-1$, Theorem 3.22 applies for every $M$, and the vector $\left(n^{-1 / 2}\left(X_{n i}-2^{-i-1} n\right)\right)_{i=0}^{M-1}$ converges in distribution to a Gaussian vector. Since $M$ is arbitrary, this is the same as convergence of the infinite vector $\left(n^{-1 / 2}\left(X_{n i}-2^{-i-1} n\right)\right)_{i=0}^{\infty}$ in $\mathbb{R}^{\infty}$, see [15, p. 19]. In other words, $n^{-1 / 2}\left(X_{n i}-2^{-i-1} n\right) \xrightarrow{\text { d }} V_{i}$, jointly for all $i \geq 0$, as $n \rightarrow \infty$, where the $V_{i}$ are jointly Gaussian variables with means $\mathbb{E} V_{i}=0$. The (co)variances $\Sigma_{j k}:=\operatorname{Cov}\left(V_{j}, V_{k}\right)$ are calculated in [32] using Lemma 5.1.

Similarly, Theorem 3.31 yields a functional limit theorem: $n^{-1 / 2}\left(X_{\lfloor x n\rfloor, i}-\right.$ $\left.2^{-i-1} x n\right) \xrightarrow{\text { d }} V_{i}(x)$ in $D[0, \infty)$, where the $V_{i}(x)$ are continuous Gaussian processes with $\mathbb{E} V_{i}(x)=0$. Again, see [32] for covariances.
Example 7.6 (random plane recursive trees). Mahmoud, Smythe and Szymański [47] studied random plane recursive trees and obtained (among other results) the asymptotic normal distribution of the number of nodes of outdegrees 0,1 and 2 . The outdegrees can be modelled using a generalized Pólya urn with infinitely many colours as in Example 7.5; the $\xi_{i j}$ are the same, but now the activity $a_{i}=i+1$. In this case it is advantageous to use the reverse of the superball trick: we replace each ball of type $i$ by $i+1$ balls of the same type. (The new balls can be interpreted as external vertices as in [47].) This yields a new generalized Pólya urn with infinitely many types, all activities 1 , and the transitions given by

$$
\xi_{i j}=-(j+1) \delta_{i j}+\delta_{0 j}+(j+1) \delta_{i+1, j}=-(i+1) \delta_{i j}+\delta_{0 j}+(i+2) \delta_{i+1, j} .
$$

Again we truncate and use the $M+1$ types $0, \ldots, M$ only, with $\xi_{M j}$ changed to $\delta_{0 j}+\delta_{M j}$. (Note that such truncation does not work in the original urn model representing internal nodes.)

In this case the eigenvalues are $\lambda_{1}=2$ and $-1,-2, \ldots,-M$, see [32]. Theorem 3.22 applies for every $M$, and extends the joint asymptotic normality found by Mahmoud, Smythe and Szymański [47] to all degrees. Theorem 3.31 yields a functional limit theorem. The (co)variances are computed, using Lemmas 5.4 and 5.3, in [32].

Example 7.7 (rotations in a binary tree). Mahmoud [42] modelled rotations in the construction of a fringe-balanced binary tree by a generalized Pólya urn with three types, with $X_{0}=(2,0,0)^{\prime}$ and $\xi_{1}=(-2,1,2)^{\prime}, \xi_{2}=\xi_{3}=$ $(4,-1,-2)^{\prime}$. The number $R_{n}$ of rotations in the $n$ first insertions in the binary tree then equals the number of times a ball of type 3 is drawn, i.e. $R_{n}=N_{n 3}$.

Note that $\xi_{23}, \xi_{32}<0$, so (1.1) is violated.
Nevertheless, Mahmoud [42] observed that the proof of asymptotic normality in Smythe [55] holds for this urn too, and after finding exact formulas for the mean and variance he obtained

$$
\begin{equation*}
n^{-1 / 2}\left(R_{n}-\frac{2}{7} n\right) \xrightarrow{\mathrm{d}} N\left(0, \frac{66}{637}\right) . \tag{7.4}
\end{equation*}
$$

Although (1.1), and thus (A1), does not hold, we can derive this result from our theorems in several ways; since these methods may be useful in other applications where some $\xi_{i j}$ are negative, we sketch three different approaches, leaving simple calculations to the reader. (It is instructive to compare the different calculations leading to the same result.)

First, note that in this urn, $X_{n 1}$ is even and $X_{n 3}=2 X_{n 2}$, which guarantees that we are never required to remove balls that do not exist. Moreover, $\lambda_{1}=1$ with eigenvectors $u_{1}=(1,1,1)^{\prime}$ and $v_{1}=\frac{1}{7}(4,1,2)^{\prime}$. Thus, as asserted in Remark 4.2, our theorems hold for this urn too, and (7.4) follows by Theorem 3.28 and Lemma 5.6.

Secondly, since $\xi_{2}=\xi_{3}$, we may combine types 2 and 3 and consider the urn with two types and $\xi_{1}=(-2,3)^{\prime}, \xi_{2}=(4,-3)^{\prime}$; to obtain $R_{n}$ we add a dummy ball with probability $2 / 3$ each time we draw a ball of type 2. This is a tenable urn (the same as in Example 7.4), and the result can be obtained by applying Corollary 3.16 and Lemma $5.3(\mathrm{i})$ to this urn (with dummy balls), stopping when $X_{n 1}+X_{n 2}=n+2$.

Thirdly, consider the same 2-type urn again, but instead of adding dummy balls at random, observe that given the number $N_{n 2}$ of type 2 draws, $R_{n} \sim$ $\operatorname{Bi}\left(N_{n 2}, 2 / 3\right)$. By Theorem 3.28, or by Example 7.4 and $N_{n 2}=\frac{1}{6}(3 n-$ $\left.X_{n 2}\right)=\frac{1}{6}\left(2 n+w_{n}-w_{0}\right)$,

$$
\begin{equation*}
n^{-1 / 2}\left(N_{n 2}-\frac{3}{7} n\right) \xrightarrow{\mathrm{d}} N\left(0, \frac{12}{637}\right) . \tag{7.5}
\end{equation*}
$$

In particular, $N_{n 2} / n \xrightarrow{\mathrm{p}} 3 / 7$. Hence, the central limit theorem for the binomial distribution implies $n^{-1 / 2}\left(R_{n}-\frac{2}{3} N_{n 2}\right) \xrightarrow{\mathrm{d}} N\left(0, \frac{3}{7} \cdot \frac{2}{3} \cdot \frac{1}{3}\right)$; moreover, this holds jointly with (7.5), with independent limits. Thus
$n^{-1 / 2}\left(R_{n}-\frac{2}{7} n\right)=n^{-1 / 2}\left(R_{n}-\frac{2}{3} N_{n 2}\right)+\frac{2}{3} n^{-1 / 2}\left(N_{n 2}-\frac{3}{7} n\right) \xrightarrow{\mathrm{d}} N\left(0, \frac{2}{21}+\left(\frac{2}{3}\right)^{2} \frac{12}{637}\right)$.
This also shows that of the variance in (7.4), only a fraction $\left(\frac{2}{3}\right)^{2} \frac{12}{66}=\frac{8}{99}$ comes from the random variation in the urn, i.e. from the shape of the tree.

In the second and third methods, we reduce to the tenable urn for external nodes in Example 7.4. We can replace this urn by the urn for internal nodes in Example 7.4, thus reducing the problem further to an urn that satisfies
(A1). This is equivalent to reducing the original 3-type urn by an extension of the superball trick, where the superballs may combine balls of different types. In this case we have two types of superballs: the first represents two balls of type 1 , while the second represents 3 balls, 1 of type 2 and 2 of type 3. (This yields two further ways of deriving (7.4).)

Example 7.8 (random $m$-ary search tree). In an $m$-ary search tree, where $m \geq 2$ is a fixed integer, a node may contain up to $m-1$ keys. The tree is constructed recursively, starting with an empty root node. Incoming keys are added to the root node until it is full; it then get $m$ daughters, initially empty, and further keys are passed on to one of the daughters, where the procedure repeats. See e.g. [41, Chapter 3].

Let us say that a node containing $i$ keys has type $i$. With random input, the number of nodes of different types is modelled by a generalized Pólya urn with $m$ types $0, \ldots, m-1$. A ball of type $i$ with $i<m-2$ has activity $i+1$; if drawn, it is removed and replaced by a ball of type $i+1$. A ball of type $m-2$ has activity $m-1$; if drawn, it is removed and replaced by a ball of type $m-1$ and $m$ balls of type 0 . A ball of type $m-1$ has activity 0 . (Since balls of type $m-1$ are dead, we can ignore them when studying the other types.)

Alternatively, we can study external vertices; each (internal) vertex of type $i \leq m-2$ has $i+1$ external vertices, which we label with the same type $i$. The external vertices evolve as an urn with $m-1$ types $0, \ldots, m-2$, all activities 1 , and the replacement rules $\xi_{i}=-(i+1) \delta_{i}+(i+2) \delta_{i+1}$, $0 \leq i \leq m-3$, and $\xi_{m-2}=-(m-1) \delta_{m-2}+m \delta_{0}$. For example, for $m=4$ the external version has the matrix

$$
A=\left(\begin{array}{rrr}
-1 & 0 & 4 \\
2 & -2 & 0 \\
0 & 3 & -3
\end{array}\right)
$$

For the external version, it is easily seen that $A$ has the characteristic polynomial $\phi_{m}(\lambda):=\prod_{i=1}^{m-1}(\lambda+i)-m!$; the largest real root is $\lambda_{1}=1$, see Lemma 5.4. (For the internal version, we have $\lambda \phi_{m}(\lambda)$ with an additional root $\lambda=0$.)

A detailed study [45], [19] shows that $\operatorname{Re} \lambda_{2} \rightarrow 1=\lambda_{1}$ as $m \rightarrow \infty$, and that $\operatorname{Re} \lambda_{2}<\frac{1}{2}$ for $m \geq 26$, but $\operatorname{Re} \lambda_{2}>\frac{1}{2}$ for $m>26$. Hence, the numbers of nodes of different types have an asymptotic normal distribution when $m \leq 26$, but, as rigorously shown by Chern and Hwang [17], not for larger $m$. The asymptotic normality for $m \leq 26$ has earlier been shown by other methods [45], [39], [17], and by urns as here by [44]. In the non-normal case $m \geq 27, \lambda_{2}$ is not real, so $\lambda_{3}=\bar{\lambda}_{2}$, but two eigenvalues with the same real part have to be conjugate and all eigenvalues are simple [45]. Hence $1>\operatorname{Re} \lambda_{2}=\operatorname{Re} \lambda_{3}>\operatorname{Re} \lambda_{4} \geq \ldots$. Theorem 3.24 applies, with $d=0$, and we are in the simple situation described in Remark 3.20. Hence, see

Corollary 3.18, for some complex random variable $W_{\lambda_{2}}$,

$$
n^{-\operatorname{Re} \lambda_{2}}\left(X_{n}-n v_{1}\right)-\operatorname{Re}\left(e^{-\mathrm{i} \operatorname{Im} \lambda_{2} \ln n} W_{\lambda_{2}}\right) \xrightarrow{\text { a.s. }} 0,
$$

which earlier has been shown by Chauvin and Pouyanne [16].
Example 7.9 (a branching random walk). Let $G$ be a finite group and $\xi$ a random element of $G$, with some distribution $\mu$. We define an urn process where the types are the elements of $G$ and $\xi_{g h}=\delta_{g \xi, h}$. We thus draw a ball, replace it and add a new ball with a type shifted according to $\mu$. This is a special type of a branching random walk on $G$.

Since exactly one ball is added each time, $\lambda_{1}=1$. By the symmetry, $u_{1}=$ $(1, \ldots, 1)^{\prime}$ and $v_{1}=q^{-1}(1, \ldots, 1)^{\prime}$. The matrix $A$ operates by convolution on $G: A v=v * \mu$ for $v \in C^{q}=\ell^{2}(G)$. Hence, if $G$ is commutative, the characters of $G$ are eigenvectors of $A$ and the eigenvalues are the Fourier coefficients of $\mu: A \chi=\hat{\mu}(\chi) \chi, \chi \in \widehat{G}$. In particular, we see that $n^{-1 / 2}\left(X_{n}-n v_{1}\right)$ converges to a Gaussian limit $N(0, \Sigma)$ if and only if $\operatorname{Re} \hat{\mu}(\chi)<1 / 2$ for all $\chi \neq 1$. Lemma 5.5 yields $B=q^{-1} I$ (for any $\mu$ ). Hence, Lemmas 5.4 and 5.3(i) together with the orthogonality of the characters yield

$$
\Sigma=\Sigma_{I}=q^{-2} \sum_{\chi \neq 1} \frac{1}{1-2 \operatorname{Re} \hat{\mu}(\chi)} \chi \bar{\chi}^{\prime}
$$

For a concrete example, let $G$ be the cyclic group $\mathbb{Z}_{q}$ and suppose that only nearest-neighbour shifts are allowed, i.e. $\mu$ is supported on $\pm 1$. (For example, we may always shift one step forward, or make a symmetric random choice each time.) Then $\operatorname{Re} \hat{\mu}\left(\chi_{k}\right)=\cos (2 \pi k / q), k=0, \ldots, q-1$, and $\operatorname{Re} \lambda_{2}=\cos (2 \pi / q)$. Hence, if $q \leq 5$, $\operatorname{Re} \lambda_{2}<1 / 2$ and $X_{n}$ is asymptotically normal with variance of the order $n$; if $q=6, X_{n}$ is still asymptotically normal (but more degenerate) but the variance is of order $n \log n$, and if $q>6$, the variance is of larger order and $X_{n}$ is not asymptotically normal.

For non-commutative $G$, we obtain similar results by considering the irreducible representations of $G$.

These results were proved in [28] by a different method (moment calculations). Moreover, [28] treats also infinite compact groups, obtaining the same results there. This suggests that the results in this paper may have generalizations to infinite sets of types, see Remark 4.1.

## 8. A Lemma

We will later use a lemma on joint convergence in distribution. The lemma is a simple exercise in measure theory, but since we do not know any good reference, and the notation makes it look more complicated than it really is, we give a detailed statement and proof. We begin with a simpler version.

Lemma 8.1. Suppose that $\left(\eta_{n}, \zeta_{n}\right)$ are pairs of random variables with values in $\mathcal{S}_{1} \times \mathcal{S}_{2}$ for some separable metric spaces $\mathcal{S}_{1}$ and $\mathcal{S}_{2}$, and that $\eta$ and $\zeta$ are random variables with values in $\mathcal{S}_{1}$ and $\mathcal{S}_{2}$, respectively. Suppose further:
(i) $\eta_{n} \xrightarrow{\mathrm{~d}} \eta$ as $n \rightarrow \infty$;
(ii) for every measurable set $A \subseteq \mathcal{S}_{1}$ such that $\liminf _{n \rightarrow \infty} \mathbb{P}\left(\eta_{n} \in A\right)>0$, it holds that, conditioned on $\eta_{n} \in A, \zeta_{n} \xrightarrow{\mathrm{~d}} \zeta$.
Then we have joint convergence $\left(\eta_{n}, \zeta_{n}\right) \xrightarrow{\mathrm{d}}\left(\eta^{\prime}, \zeta^{\prime}\right)$ as $n \rightarrow \infty$, with $\eta^{\prime}$ and $\zeta^{\prime}$ independent copies of $\eta$ and $\zeta$, respectively.
Proof. Suppose that $A$ and $B$ are measurable sets in $\mathcal{S}_{1}$ and $\mathcal{S}_{2}$ with $\mathbb{P}(\eta \in$ $\partial A)=\mathbb{P}(\zeta \in \partial B)=0$. Then, by (i), $\mathbb{P}\left(\eta_{n} \in A\right) \rightarrow \mathbb{P}(\eta \in A)$, see e.g. [15, Theorem 2.1]. If $\mathbb{P}(\eta \in A)>0$, we thus have by (ii) that, conditioned on $\eta_{n} \in A, \zeta_{n} \xrightarrow{\mathrm{~d}} \zeta$, and thus $\mathbb{P}\left(\zeta_{n} \in B \mid \eta_{n} \in A\right) \rightarrow \mathbb{P}(\zeta \in B)$. Consequently, when $\mathbb{P}(\eta \in A)>0$,

$$
\begin{align*}
\mathbb{P}\left(\left(\eta_{n}, \zeta_{n}\right) \in A \times B\right) & =\mathbb{P}\left(\zeta_{n} \in B \mid \eta_{n} \in A\right) \mathbb{P}\left(\eta_{n} \in A\right)  \tag{8.1}\\
& \rightarrow \mathbb{P}(\zeta \in B) \mathbb{P}(\eta \in A)=\mathbb{P}\left(\left(\eta^{\prime}, \zeta^{\prime}\right) \in A \times B\right)
\end{align*}
$$

The same holds trivially if $\mathbb{P}(\eta \in A)=0$, and $\left(\eta_{n}, \zeta_{n}\right) \xrightarrow{\mathrm{d}}\left(\eta^{\prime}, \zeta^{\prime}\right)$ follows by [15, Theorem 3.1].

We will need the following extension. (The index $n$ may be replaced by a continuous parameter $t$, since it suffices to consider sequences $t_{n} \rightarrow \infty$.)
Lemma 8.2. Suppose that $\eta_{n}, \zeta_{n}, \eta, \zeta, \mathcal{S}_{1}$ and $\mathcal{S}_{2}$ are as in Lemma 8.1. Let further $E_{1} \subseteq E_{2} \subseteq \ldots$ be an increasing sequence of measurable subsets of $\mathcal{S}_{1}$, let $E=\bigcup_{1}^{\infty} E_{m}$, and suppose that:
(i) $\eta_{n} \xrightarrow{\mathrm{~d}} \eta$ as $n \rightarrow \infty$;
(ii) $\mathbb{P}\left(\eta \in \partial E_{m}\right)=0$ for every $m=1,2, \ldots$;
(iii) $\mathbb{P}\left(\eta_{n} \in E\right) \rightarrow \mathbb{P}(\eta \in E)>0$ as $n \rightarrow \infty$;
(iv) for every $m=1,2, \ldots$ and every measurable set $A \subseteq E_{m}$ such that $\liminf _{n \rightarrow \infty} \mathbb{P}\left(\eta_{n} \in A\right)>0$, it holds that, conditioned on $\eta_{n} \in A$, $\zeta_{n} \xrightarrow{\mathrm{~d}} \zeta$.
Then, conditioned on $\eta_{n} \in E$, we have $\zeta_{n} \xrightarrow{\mathrm{~d}} \zeta$ and joint convergence

$$
\mathcal{L}\left(\left(\eta_{n}, \zeta_{n}\right) \mid \eta_{n} \in E\right) \xrightarrow{\mathrm{d}} \mathcal{L}\left(\left(\eta^{\prime}, \zeta^{\prime}\right) \mid \eta^{\prime} \in E\right),
$$

with $\eta^{\prime}$ and $\zeta^{\prime}$ independent copies of $\eta$ and $\zeta$, respectively.
Proof. Suppose again that $A$ and $B$ are measurable sets in $\mathcal{S}_{1}$ and $\mathcal{S}_{2}$ with $\mathbb{P}(\eta \in \partial A)=\mathbb{P}(\zeta \in \partial B)=0$. Let $\varepsilon>0$ and choose $m$ such that $\mathbb{P}(\eta \in$ $\left.E \backslash E_{m}\right)<\varepsilon$. By (i), (ii) and (iii) we have

$$
\begin{aligned}
\mathbb{P}\left(\eta_{n} \in E \backslash E_{m}\right) & =\mathbb{P}\left(\eta_{n} \in E\right)-\mathbb{P}\left(\eta_{n} \in E_{m}\right) \\
& \rightarrow \mathbb{P}(\eta \in E)-\mathbb{P}\left(\eta \in E_{m}\right)=\mathbb{P}\left(\eta \in E \backslash E_{m}\right)
\end{aligned}
$$

and thus $\mathbb{P}\left(\eta_{n} \in E \backslash E_{m}\right)<\varepsilon$ too for large $n$.
By (ii), $\mathbb{P}\left(\eta \in \partial\left(A \cap E_{m}\right)\right) \leq \mathbb{P}(\eta \in \partial A)+\mathbb{P}\left(\eta \in \partial E_{m}\right)=0$. Hence, (iv) implies as in (8.1)

$$
\mathbb{P}\left(\left(\eta_{n}, \zeta_{n}\right) \in\left(A \cap E_{m}\right) \times B\right) \rightarrow \mathbb{P}\left(\left(\eta^{\prime}, \zeta^{\prime}\right) \in\left(A \cap E_{m}\right) \times B\right)
$$

and thus

$$
\begin{aligned}
& \left|\mathbb{P}\left(\left(\eta_{n}, \zeta_{n}\right) \in(A \cap E) \times B\right)-\mathbb{P}\left(\left(\eta^{\prime}, \zeta^{\prime}\right) \in(A \cap E) \times B\right)\right| \\
& \quad=\mid \mathbb{P}\left(\left(\eta_{n}, \zeta_{n}\right) \in\left(A \cap\left(E \backslash E_{m}\right)\right) \times B\right) \\
& \quad+\mathbb{P}\left(\left(\eta_{n}, \zeta_{n}\right) \in\left(A \cap E_{m}\right) \times B\right)-\mathbb{P}\left(\left(\eta^{\prime}, \zeta^{\prime}\right) \in\left(A \cap E_{m}\right) \times B\right) \\
& \quad-\mathbb{P}\left(\left(\eta^{\prime}, \zeta^{\prime}\right) \in\left(A \cap\left(E \backslash E_{m}\right)\right) \times B\right) \mid \\
& \leq \mathbb{P}\left(\eta_{n} \in E \backslash E_{m}\right) \\
& \quad+\left|\mathbb{P}\left(\left(\eta_{n}, \zeta_{n}\right) \in\left(A \cap E_{m}\right) \times B\right)-\mathbb{P}\left(\left(\eta^{\prime}, \zeta^{\prime}\right) \in\left(A \cap E_{m}\right) \times B\right)\right| \\
& \quad+\mathbb{P}\left(\eta \in E \backslash E_{m}\right)
\end{aligned}
$$

$$
<3 \varepsilon
$$

provided $n$ is large enough. Consequently, as $n \rightarrow \infty$,

$$
\mathbb{P}\left(\left(\eta_{n}, \zeta_{n}\right) \in(A \cap E) \times B\right) \rightarrow \mathbb{P}\left(\left(\eta^{\prime}, \zeta^{\prime}\right) \in(A \cap E) \times B\right)
$$

Dividing by $\mathbb{P}\left(\eta_{n} \in E\right) \rightarrow \mathbb{P}(\eta \in E)=\mathbb{P}\left(\eta^{\prime} \in E\right)$, we find

$$
\mathbb{P}\left(\left(\eta_{n}, \zeta_{n}\right) \in A \times B \mid \eta_{n} \in E\right) \rightarrow \mathbb{P}\left(\left(\eta^{\prime}, \zeta^{\prime}\right) \in A \times B \mid \eta^{\prime} \in E\right)
$$

and the result follows by [15, Theorem 3.1].
Note that (iii) follows from (i) if $\mathbb{P}(\eta \in \partial E)=0$. However, this stronger condition does not always hold in our applications.

## 9. Proof of Theorem 3.1

The proof of Theorem 3.1 is based on martingale theory, in particular a martingale convergence theorem by Jacod and Shiryaev [27]. The theorem uses the quadratic variation $[X, X]_{t}$ of a martingale $X$ defined on $[0, \infty)$, and its bilinear extension $[X, Y]_{t}$ to two martingales $X$ and $Y$. For a general definition see e.g. [27] or [51]; for us it will suffice to know that, if $X$ and $Y$ are (real or complex) martingales of finite variation, then

$$
\begin{equation*}
[X, Y]_{t}=\sum_{0<s \leq t} \Delta X(s) \Delta Y(s) \tag{9.1}
\end{equation*}
$$

where $\Delta X(s):=X(s)-X(s-)$ is the jump of $X$ at $s$ and, similarly, $\Delta Y(s):=Y(s)-Y(s-)$. (A martingale $X$ is said to be of finite variation if it is so pathwise, i.e. if $t \mapsto X(t)$ a.s. has bounded variation on each finite interval.) The sum in (9.1) is formally uncountable, but in reality countable since there is only a countable number of jumps; in the applications below, the sum will be finite. (There is some disagreement in the literature on the definition of $[X, Y]$ in the case $X(0) Y(0) \neq 0$; we have chosen the version with $[X, Y]_{0}=0$.) For martingales of infinite variation (such as Brownian motion), (9.1) fails, but we have always the inequality

$$
\begin{equation*}
\sum_{0<s \leq t}|\Delta X(s)|^{2} \leq[X, \bar{X}]_{t} \tag{9.2}
\end{equation*}
$$

For vector-valued martingales $X=\left(X_{i}\right)_{i=1}^{m}$ and $Y=\left(Y_{j}\right)_{j=1}^{n}$, we define the square bracket $[X, Y]$ to be the $m \times n$ matrix $\left(\left[X_{i}, Y_{j}\right]\right)_{i, j}$.

For a real-valued martingale $X$, the quadratic variation $[X, X]_{t}$ is a nonnegative and non-decreasing process. A real-valued martingale $X(s)$ on $[0, t]$ is an $L^{2}$-martingale if and only if $\mathbb{E}[X, X]_{t}<\infty$ and $\mathbb{E}|X(0)|^{2}<\infty$, and then

$$
\begin{equation*}
\mathbb{E}|X(t)|^{2}=\mathbb{E}[X, X]_{t}+\mathbb{E}|X(0)|^{2} \tag{9.3}
\end{equation*}
$$

(For complex-valued martingales one has to consider $[X, \bar{X}]_{t}$.) There is also a corresponding bilinear formula, which extends to (real or complex) vectorvalued $L^{2}$-martingales in the form

$$
\begin{equation*}
\mathbb{E} X(t) Y^{\prime}(t)=\mathbb{E}[X, Y]_{t}+\mathbb{E} X(0) Y^{\prime}(0) \tag{9.4}
\end{equation*}
$$

We will use the following general result based on [27]; see [29] and [30] for similar versions. Again, $n$ may be replaced by a continuous parameter $t$.
Proposition 9.1. (i) Assume that for each $n, M_{n}(x)=\left(M_{n i}(x)\right)_{i=1}^{q}$ is a real $q$-dimensional martingale on $[0, \infty)$ with $M_{n}(0)=0$, and that $\Sigma(x)$, $x \geq 0$, is a (non-random) continuous matrix-valued function such that for every fixed $x \geq 0$,

$$
\begin{align*}
& {\left[M_{n}, M_{n}\right]_{x} \xrightarrow{\mathrm{p}} \Sigma(x) \quad \text { as } n \rightarrow \infty}  \tag{9.5}\\
& \sup _{n} \mathbb{E}\left|M_{n}(x)\right|^{2}<\infty \tag{9.6}
\end{align*}
$$

Then $M_{n} \xrightarrow{\mathrm{~d}} M$ as $n \rightarrow \infty$, in $D[0, \infty)$, where $M$ is a continuous $q$ dimensional Gaussian process with $\mathbb{E} M(x)=0$ and covariances

$$
\begin{equation*}
\mathbb{E} M(x) M^{\prime}(y)=\Sigma(x), \quad 0 \leq x \leq y<\infty \tag{9.7}
\end{equation*}
$$

(ii) The same holds for complex $M_{n}$ (with $M$ complex), provided (9.5) is supplemented by

$$
\begin{equation*}
\left[M_{n}, \bar{M}_{n}\right]_{x} \xrightarrow{\mathrm{p}} \Sigma^{\dagger}(x) \quad \text { as } n \rightarrow \infty \tag{9.8}
\end{equation*}
$$

for some continuous matrix-valued function $\Sigma^{\dagger}(x)$, and then further

$$
\mathbb{E} M(x) \bar{M}^{\prime}(y)=\Sigma^{\dagger}(x), \quad 0 \leq x \leq y<\infty
$$

Proof. (i): Note first that (9.5) implies that if $x \leq y$, then $\Sigma(y)-\Sigma(x)$ is positive semidefinite, so there exists a $q$-dimensional Gaussian process $M$ with independent increments such that $\mathbb{E} M(x)=0$ and $\mathbb{E} M(x) M^{\prime}(y)=$ $\Sigma(x), x \leq y$, see e.g. [27, Theorem II.5.2]. $M$ is a martingale, and it is continuous because each component is a (deterministic) time change of a Brownian motion.

Since, by (9.2) and (9.3),

$$
\mathbb{E} \sup _{y \leq x}\left|\Delta M_{n i}(y)\right|^{2} \leq \mathbb{E} \sum_{y \leq x}\left|\Delta M_{n i}(y)\right|^{2} \leq \mathbb{E}\left[M_{n i}, M_{n i}\right]_{x}=\mathbb{E}\left|M_{n i}(x)\right|^{2}
$$

it follows from (9.6) that, for each fixed $x>0$, the sequence $\sup _{y \leq x}\left|\Delta M_{n i}(y)\right|$ is uniformly integrable for each $i$, and thus $\sup _{y \leq x}\left|\Delta M_{n}(s)\right|$ is uniformly integrable. The result now follows from [27, Theorem VIII.3.12, (ii) $\Rightarrow$ (i)].
(ii): This follows from (i) by considering the real $2 q$-dimensional martingales $\left(\operatorname{Re} M_{n}, \operatorname{Im} M_{n}\right)$. Note that (9.5) for these (with the appropriate right-hand sides) follows from (9.5) and (9.8).

In order to apply this result to our process $\mathcal{X}(t)$, we have to first define a suitable martingale, and then estimate its quadratic variation. The martingale is a standard one in branching process theory, and the estimates will be derived by standard methods too, although the details will take some time. We proceed with a series of lemmas. (Some of these are known, but included here for completeness and because our conditions are slightly more general than the standard ones; see also Remark 4.2.) We make the definition

$$
\begin{equation*}
\mathcal{Y}(t):=e^{-t A} \mathcal{X}(t) \tag{9.9}
\end{equation*}
$$

and begin with a fundamental well-known result, cf. [9, Theorem V.8.1].
Lemma 9.2. $\mathcal{Y}(t)$ is a martingale for $t \geq 0$. In particular,

$$
\begin{equation*}
\mathbb{E} \mathcal{X}(t)=e^{t A} \mathbb{E} \mathcal{X}(0) \tag{9.10}
\end{equation*}
$$

and thus

$$
\begin{equation*}
\mathbb{E} \mathcal{X}(t)=O\left(e^{\lambda_{1} t}\right) \tag{9.11}
\end{equation*}
$$

Proof. It follows from the definitions of $\mathcal{X}$ and $A$ that

$$
\begin{equation*}
\frac{d}{d t} \mathbb{E} \mathcal{X}_{j}(t)=\sum_{i=1}^{q} a_{i} \mathbb{E} \mathcal{X}_{i}(t) \mathbb{E} \xi_{i j}=(A \mathbb{E} \mathcal{X}(t))_{j} \tag{9.12}
\end{equation*}
$$

and hence $\frac{d}{d t} \mathbb{E} \mathcal{X}(t)=A \mathbb{E} \mathcal{X}(t)$. This yields (9.10) by integration, and the martingale property follows from (9.10) and the Markov property. Finally, (2.12) implies (9.11).

Let $0<\tau_{i 1}<\tau_{i 2}<\ldots$ denote the times a ball of type $i$ splits, and let $N_{i}(t):=\#\left\{k: \tau_{i k} \leq t\right\}$ be the number of such splits up to time $t$. Since the martingale $\mathcal{Y}(t):=e^{-t A} \mathcal{X}(t)$ has finite variation, its quadratic variation is by (9.1) given by its jumps

$$
\begin{align*}
{[\mathcal{Y}, \mathcal{Y}]_{t} } & =\sum_{i=1}^{q} \sum_{k: \tau_{i k} \leq t} \Delta \mathcal{Y}\left(\tau_{i k}\right) \Delta \mathcal{Y}^{\prime}\left(\tau_{i k}\right) \\
& =\sum_{i=1}^{q} \sum_{k: \tau_{i k} \leq t} e^{-\tau_{i k} A} \Delta \mathcal{X}\left(\tau_{i k}\right) \Delta \mathcal{X}^{\prime}\left(\tau_{i k}\right) e^{-\tau_{i k} A^{\prime}} . \tag{9.13}
\end{align*}
$$

The main part of the proof consists of estimating this sum, and components of it. It will be convenient to state a general lemma for sums of this type, for simplicity considering a single $i$.

Lemma 9.3. Fix $i \in\{1, \ldots, q\}$. Let $f_{1}$ and $f_{2}$ be continuous matrix-valued functions defined on $[0, \infty)$ and let $g$ be a matrix-valued function on $\mathbb{R}^{q}$ such that $\mathbb{E}\left|g\left(\xi_{i}\right)\right|<\infty$. Suppose further that the dimensions of $f_{1}, g$, and $f_{2}$ are such that the product $f_{1} g f_{2}$ is defined. Let

$$
\begin{equation*}
Z(t):=\sum_{k: \tau_{i k} \leq t} f_{1}\left(\tau_{i k}\right) g\left(\Delta \mathcal{X}\left(\tau_{i k}\right)\right) f_{2}\left(\tau_{i k}\right)=\int_{0}^{t} f_{1}(s) g(\Delta \mathcal{X}(s)) f_{2}(s) d N_{i}(s) \tag{9.14}
\end{equation*}
$$

and

$$
\begin{equation*}
\widetilde{Z}(t):=Z(t)-\int_{0}^{t} f_{1}(s)\left(\mathbb{E} g\left(\xi_{i}\right)\right) f_{2}(s) a_{i} \mathcal{X}_{i}(s) d s \tag{9.15}
\end{equation*}
$$

Then $\widetilde{Z}(t), t \geq 0$, is a (matrix-valued) martingale; in particular

$$
\begin{equation*}
\mathbb{E} Z(t)=\int_{0}^{t} f_{1}(s) \mathbb{E} g\left(\xi_{i}\right) f_{2}(s) a_{i} \mathbb{E} \mathcal{X}_{i}(s) d s \tag{9.16}
\end{equation*}
$$

Proof. In the special case when $f_{1}=f_{2}=g=1, Z(t)=N_{i}(t)$ and $\widetilde{Z}(t)=$ $\widetilde{N}_{i}(t):=N_{i}(t)-\int_{0}^{t} a_{i} \mathcal{X}_{i}(s) d s$. The fact that $\widetilde{N}_{i}(t)$ is a martingale is a wellknown simple consequence of the assumption that the balls have independent exponential lifetimes. The present extension can be proved in the same way, because $\Delta \mathcal{X}\left(\tau_{i k}\right)$ is independent of the previous history; for example, a straightforward calculation shows that $\widetilde{Z}\left(t \wedge \tau_{n}\right)-\widetilde{Z}\left(t \wedge \tau_{n-1}\right)\left(\right.$ with $\left.\tau_{0}:=0\right)$ is a martingale for each $n$, and the result follows by summing over $n$. We omit the details.

Note that (9.16) with $\left|f_{1}\right|,\left|f_{2}\right|$ and $|g|$, implies, using (9.11), that $\mathbb{E}|Z(t)|<$ $\infty$ and that $\widetilde{Z}(t)$ is a uniformly integrable martingale on any finite interval $[0, T]$.

From (9.4), (9.13), (2.13) and Lemma 9.3 follows

$$
\begin{align*}
\mathbb{E} \mathcal{Y}(t) \mathcal{Y}^{\prime}(t) & =\mathbb{E}[\mathcal{Y}, \mathcal{Y}]_{t}+\mathbb{E} \mathcal{Y}(0) \mathcal{Y}^{\prime}(0) \\
& =\sum_{i=1}^{q} \int_{0}^{t} e^{-s A} B_{i} e^{-s A^{\prime}} a_{i} \mathbb{E} \mathcal{X}_{i}(s) d s+\mathbb{E} \mathcal{Y}(0) \mathcal{Y}^{\prime}(0) . \tag{9.17}
\end{align*}
$$

By (9.9), this yields the following formula from [9, §V.7.3].

$$
\begin{equation*}
\mathbb{E} \mathcal{X}(t) \mathcal{X}^{\prime}(t)=\sum_{i=1}^{q} \int_{0}^{t} e^{(t-s) A} B_{i} e^{(t-s) A^{\prime}} a_{i} \mathbb{E} \mathcal{X}_{i}(s) d s+e^{t A} \mathbb{E} \mathcal{X}(0) \mathcal{X}^{\prime}(0) e^{t A^{\prime}} \tag{9.18}
\end{equation*}
$$

We apply the generalized eigenspace decomposition given by $\left\{P_{\lambda}\right\}$ to (9.17) and obtain the following estimate. (See also Lemma 11.6 below.)

Lemma 9.4. (i) If $\operatorname{Re} \lambda \leq \lambda_{1} / 2$, then

$$
\mathbb{E}\left|P_{\lambda} \mathcal{Y}(t)\right|^{2}=O\left((1+t)^{2 d_{\lambda}+1} e^{\left(\lambda_{1}-2 \operatorname{Re} \lambda\right) t}\right)
$$

(ii) If $\operatorname{Re} \lambda>\lambda_{1} / 2$, then

$$
\mathbb{E}\left|P_{\lambda} \mathcal{Y}(t)\right|^{2}=O(1)
$$

Proof. By (9.17), (9.11) and (2.10),

$$
\begin{aligned}
\left|\mathbb{E}\left(P_{\lambda} \mathcal{Y}(t) \mathcal{Y}^{\prime}(t) P_{\lambda}^{\prime}\right)\right| & \leq C_{1} \int_{0}^{t}\left|P_{\lambda} e^{-s A}\right| e^{\lambda_{1} s}\left|e^{-s A^{\prime}} P_{\lambda}^{\prime}\right| d s+C_{2} \\
& \leq C_{3} \int_{0}^{t}(1+s)^{2 d_{\lambda}} e^{\left(\lambda_{1}-2 \operatorname{Re} \lambda\right) s} d s+C_{2}
\end{aligned}
$$

The result follows by integration.
An immediate consequence of Lemmas 9.2 and $9.4(\mathrm{ii})$ and the martingale convergence theorem for $L^{2}$-bounded martingales is the following [9, Theorem V.8.2]. We let $\mathcal{F}_{t}$ denote the $\sigma$-field generated by $\mathcal{X}(s), 0 \leq s \leq t$.
Lemma 9.5. If $\operatorname{Re} \lambda>\lambda_{1} / 2$, then there exists a random vector $\widetilde{W}_{\lambda} \in E_{\lambda}$ such that $P_{\lambda} \mathcal{Y}(t) \rightarrow \widetilde{W}_{\lambda}$ as $t \rightarrow \infty$, a.s. and in $L^{2}$. Moreover, $P_{\lambda} \mathcal{Y}(t)=$ $\mathbb{E}\left(\widetilde{W}_{\lambda} \mid \mathcal{F}_{t}\right)$.

We can now prove part (iii) of Theorem 3.1. By (9.9), (2.8) and (2.6),

$$
\begin{aligned}
e^{-t \lambda} Q_{\lambda, k} P_{\lambda} \mathcal{X}(t) & =e^{-t \lambda} Q_{\lambda, k} P_{\lambda} e^{t A} \mathcal{Y}(t)=\sum_{j=0}^{k} \frac{t^{j}}{j!} Q_{\lambda, k} N_{\lambda}^{j} P_{\lambda} \mathcal{Y}(t) \\
& =\sum_{j=0}^{k} \frac{t^{j}}{j!} N_{\lambda}^{j} Q_{\lambda, k-j} P_{\lambda} \mathcal{Y}(t)
\end{aligned}
$$

The first part of (iii) of Theorem 3.1 now follows from Lemma 9.5, with

$$
\begin{equation*}
W_{\lambda}:=Q_{\lambda, 0} \widetilde{W}_{\lambda} . \tag{9.19}
\end{equation*}
$$

(In particular, $W_{\lambda}=\widetilde{W}_{\lambda}$ when $d_{\lambda}=0$.) The second part (convergence in distribution to a constant process) follows because the first part implies uniform convergence a.s. for $a \leq x \leq b$, on every compact interval $[a, b] \subset$ $(0, \infty)$.

Before proving parts (i) and (ii), we observe that the limit in (iii) is nontrivial.

Lemma 9.6. If $\lambda \in \Lambda_{I I I}$ and $0 \leq k \leq d_{\lambda}$, then $N_{\lambda}^{k} W_{\lambda}$ is non-degenerate. More precisely, $\mathbb{P}\left(N_{\lambda}^{k} W_{\lambda}=0\right)<1$ and $\mathbb{P}\left(N_{\lambda}^{k} W_{\lambda}=w\right)=0$ for every $w \neq 0$.
Proof. If $N_{\lambda}^{k} W_{\lambda}=0$ a.s., then $N_{\lambda}^{k} \widetilde{W}_{\lambda} \in N_{\lambda}^{k+1} E_{\lambda}$ and thus $N_{\lambda}^{d_{\lambda}} \widetilde{W}_{\lambda}=0$ a.s.; hence, by Lemma 9.5, for any $t$,

$$
N_{\lambda}^{d_{\lambda}} P_{\lambda} \mathcal{Y}(t)=\mathbb{E}\left(N_{\lambda}^{d_{\lambda}} \widetilde{W}_{\lambda} \mid \mathcal{F}_{t}\right)=0 \quad \text { a.s. }
$$

and thus

$$
\begin{equation*}
N_{\lambda}^{d_{\lambda}} P_{\lambda} \mathcal{X}(t)=e^{t A} N_{\lambda}^{d_{\lambda}} P_{\lambda} \mathcal{Y}(t)=0 \quad \text { a.s. } \tag{9.20}
\end{equation*}
$$

Considering first rational $t$ and using the right-continuity, we see that (9.20) a.s. holds for all $t \geq 0$. It follows that a.s. $N_{\lambda}^{d_{\lambda}} P_{\lambda} \Delta \mathcal{X}(t)=0$ for all $t>0$, and thus $N_{\lambda}^{d_{\lambda}} P_{\lambda} \xi_{i}=0$ a.s. for every $i$ with $a_{i}>0$, since every such transition occurs with positive probability. Taking the expectation we find, since $a_{i} \mathbb{E} \xi_{i}$ equals the $i$ :th column of $A$ by definition, $N_{\lambda}^{d_{\lambda}} P_{\lambda} A=0$. By (2.5) this yields

$$
0=N_{\lambda}^{d_{\lambda}} P_{\lambda} A=\lambda N_{\lambda}^{d_{\lambda}} P_{\lambda}
$$

Since $N_{\lambda}^{d_{\lambda}} P_{\lambda} \neq 0$ (it is $P_{\lambda}$ when $d_{\lambda}=0$ and $N_{\lambda}^{d_{\lambda}}$ otherwise), this implies $\lambda=0$, contradicting $\lambda \in \Lambda_{I I I}$. Consequently, $\mathbb{P}\left(N_{\lambda}^{k} W_{\lambda}=0\right)<1$.

Next, let $\tau$ be the time of the first death, and let $\widehat{\mathcal{X}}(t):=\mathcal{X}(\tau+t)$. Then $\widehat{\mathcal{X}}$ is a branching process with the same transitions as $\mathcal{X}$ but a different (random) initial state $\widehat{\mathcal{X}}(0)=\mathcal{X}(\tau)$; moreover, $\widehat{\mathcal{X}}$ is independent of $\tau$. Letting $\widehat{W}_{\lambda}$ denote the limit corresponding to $W_{\lambda}$ for $\widehat{\mathcal{X}}$, one easily finds $W_{\lambda}=e^{-\lambda \tau} \widehat{W}_{\lambda}$ a.s. Since $\tau$ and $\widehat{W}_{\lambda}$ are independent and $\tau$ has a continuous distribution, $\mathbb{P}\left(W_{\lambda}=w\right)=0$ follows for $w \neq 0$ by conditioning on $\widehat{W}_{\lambda}$.

Because $\lambda_{1}>0$ by our assumption (A3), Lemma 9.5 and part (iii) apply in particular to $\lambda=\lambda_{1}$. Since $d_{\lambda_{1}}=0, W_{\lambda_{1}}=\widetilde{W}_{\lambda_{1}}$. We write $W:=$ $u_{1} \cdot W_{\lambda_{1}}=u_{1}^{\prime} W_{\lambda_{1}}$ and have by (2.7)

$$
\begin{equation*}
W_{\lambda_{1}}=P_{\lambda_{1}} W_{\lambda_{1}}=v_{1} u_{1}^{\prime} W_{\lambda_{1}}=v_{1} W=W v_{1} \tag{9.21}
\end{equation*}
$$

as asserted in Theorem 3.1.
Some well-known properties of $W$ are collected in the next lemma, see $[9$, Theorems V.6.2 and V.7.2].

Lemma 9.7. We have $W \geq 0$ a.s., $\mathbb{P}(W>0)>0$ and $\mathbb{P}(W=w)=0$ for every $w \neq 0$. Moreover,
(i) Ast $\rightarrow \infty, u_{1} \cdot \mathcal{Y}(t)=e^{-\lambda_{1} t} u_{1} \cdot \mathcal{X}(t) \xrightarrow{\text { a.s. }} W$.
(ii) If $u_{1} \cdot \mathcal{Y}(t)=0$ for some $t$ then a.s. $W=0$.
(iii) Conversely, $\mathbb{P}\left(u_{1} \cdot \mathcal{Y}(t)>0\right.$ and $\left.W=0\right) \rightarrow 0$ as $t \rightarrow \infty$.

Consequently, a.s. $W=0$ if and only if $\mathcal{X}$ becomes essentially extinct.
Proof. Since $P_{\lambda_{1}}^{\prime} u_{1}=u_{1}$, we have by Lemma 9.5 and (9.21), (2.3)

$$
u_{1} \cdot \mathcal{Y}(t)=P_{\lambda_{1}}^{\prime} u_{1} \cdot \mathcal{Y}(t)=u_{1} \cdot P_{\lambda_{1}} \mathcal{Y}(t) \xrightarrow{\text { a.s. }} u_{1} \cdot W_{\lambda_{1}}=u_{1} \cdot v_{1} W=W .
$$

Moreover, $A^{\prime} u_{1}=\lambda_{1} u_{1}$ and thus

$$
u_{1} \cdot \mathcal{Y}(t)=u_{1} \cdot e^{-t A} \mathcal{X}(t)=e^{-t A^{\prime}} u_{1} \cdot \mathcal{X}(t)=e^{-\lambda_{1} t} u_{1} \cdot \mathcal{X}(t)
$$

proving (i). Since $u_{1} \cdot \mathcal{X}(t) \geq 0, W \geq 0$ follows. If $W=0$ a.s., then $W_{\lambda_{1}}=0$ a.s. by (9.21), which contradicts Lemma 9.6. Similarly, if $w \neq 0$ and $\mathbb{P}(W=w)>0$, then $\mathbb{P}\left(W_{\lambda_{1}}=w v_{1}\right)>0$, which again contradicts Lemma 9.6.

For the second part, recall that $u_{1 i}>0$ for $i \in \mathcal{C}_{1}$ and $u_{1 i}=0$ for $i \notin \mathcal{C}_{1}$. Hence, $u_{1} \cdot \mathcal{Y}(t)=e^{-\lambda_{1} t} u_{1} \cdot \mathcal{X}(t)=0$ if and only if $\mathcal{X}_{i}(t)=0$ for all $i \in \mathcal{C}_{1}$. (In other words, $\mathcal{X}$ is essentially extinct by time $t$.) Letting $\widetilde{\mathcal{X}}$ denote the
branching process obtained from $\mathcal{X}$ by ignoring all balls of types not in $\mathcal{C}_{1}$, this means that $\widetilde{\mathcal{X}}(t)=0$. As a consequence, for all $x \geq t, \widetilde{\mathcal{X}}(x)=0$ and thus $u_{1} \cdot \mathcal{Y}(x)=0$; hence the limit $W=0$.

For the converse, we again consider the process $\widetilde{\mathcal{X}}(t)$. This is an irreducible continuous time branching process, and by [9, Theorem V.7.2], $W=0$ a.s. implies extinction, $\widetilde{\mathcal{X}}(t)=0$ for large $t$, and thus $u_{1} \cdot \mathcal{Y}(t)=0$ for large $t$. The result follows.

We may further improve this result to the first claim in Theorem 3.1.
Lemma 9.8. $A s t \rightarrow \infty, e^{-\lambda_{1} t} \mathcal{X}(t) \xrightarrow{\text { a.s. }} W v_{1}$.
Proof. This is part of Theorem V.7.2 in [9], see also [4], but since our setting is somewhat more general, we give a complete proof.

Fix an eigenvalue $\lambda \neq \lambda_{1}$ and let $\delta:=\lambda_{1}-\operatorname{Re} \lambda>0$. Let $\varepsilon>0$ and let $\mathcal{E}_{n}$ be the event $\sup _{t \in[n-1, n]}\left|e^{-\lambda_{1} t} P_{\lambda} \mathcal{X}(t)\right|>\varepsilon$.

If $\mathcal{E}_{n}$ occurs, then, by (2.10), for some $t \in[n-1, n]$,

$$
\varepsilon e^{\lambda_{1} t}<\left|P_{\lambda} \mathcal{X}(t)\right|=\left|P_{\lambda} e^{t A} P_{\lambda} \mathcal{Y}(t)\right| \leq C n^{d_{\lambda}} e^{t\left(\lambda_{1}-\delta\right)}\left|P_{\lambda} \mathcal{Y}(t)\right|
$$

and thus $\left|P_{\lambda} \mathcal{Y}(t)\right| \geq c \varepsilon n^{-d_{\lambda}} e^{t \delta}$. Consequently, using Doob's inequality and Lemma 9.4,

$$
\begin{aligned}
\mathbb{P}\left(\mathcal{E}_{n}\right) & \leq \mathbb{P}\left(\sup _{t \leq n}\left|P_{\lambda} \mathcal{Y}(t)\right| \geq c \varepsilon n^{-d_{\lambda}} e^{(n-1) \delta}\right) \\
& \leq C \varepsilon^{-2} n^{2 d_{\lambda}} e^{-2 n \delta} \mathbb{E}\left|P_{\lambda} \mathcal{Y}(n)\right|^{2} \\
& \leq C \varepsilon^{-2} n^{4 d_{\lambda}+1} e^{-2 n \delta} e^{\max \left(0,2 \delta-\lambda_{1}\right) n}
\end{aligned}
$$

Hence $\sum_{n=1}^{\infty} \mathbb{P}\left(\mathcal{E}_{n}\right)<\infty$, so by the Borel-Cantelli lemma a.s. $\lim \sup _{t \rightarrow \infty}\left|e^{-\lambda_{1} t} P_{\lambda} \mathcal{X}(t)\right| \leq \varepsilon$. In other words,

$$
\begin{equation*}
e^{-\lambda_{1} t} P_{\lambda} \mathcal{X}(t) \rightarrow 0 \text { a.s. }, \quad \lambda \neq \lambda_{1} . \tag{9.22}
\end{equation*}
$$

Moreover, $P_{\lambda_{1}} e^{-t A}=e^{-\lambda_{1} t} P_{\lambda_{1}}$ and thus, by Lemma 9.5 and (9.21),

$$
\begin{equation*}
e^{-\lambda_{1} t} P_{\lambda_{1}} \mathcal{X}(t)=P_{\lambda_{1}} \mathcal{Y}(t) \xrightarrow{\text { a.s. }} \widetilde{W}_{\lambda_{1}}=W_{\lambda_{1}}=W v_{1} . \tag{9.23}
\end{equation*}
$$

The result follows by (9.22), (9.23) and (2.4).
Lemma 9.9. Let, for $t, y \geq 0, Z_{y}(t)$ be defined as in Lemma 9.3 using matrix functions $f_{1 y}, f_{2 y}$ and $g$. Suppose further that, as $t \rightarrow \infty$ and for any fixed $T$,

$$
\begin{align*}
\sup _{t>1} & \int_{0}^{t}\left|f_{1 t}(s)\right|\left|f_{2 t}(s)\right| e^{\lambda_{1} s} d s<\infty  \tag{9.24}\\
& \int_{0}^{t}\left|f_{1 t}(s)\right|^{2}\left|f_{2 t}(s)\right|^{2} e^{\lambda_{1} s} d s \rightarrow 0  \tag{9.25}\\
& \int_{0}^{T}\left|f_{1 t}(s)\right|\left|f_{2 t}(s)\right| d s \rightarrow 0 \tag{9.26}
\end{align*}
$$

Then, as $t \rightarrow \infty$,

$$
Z_{t}(t)-a_{i} v_{1 i} W \int_{0}^{t} f_{1 t}(s) \mathbb{E} g\left(\xi_{i}\right) f_{2 t}(s) e^{\lambda_{1} s} d s \xrightarrow{\mathrm{p}} 0 .
$$

Proof. We begin by showing that, defining $\widetilde{Z}_{t}$ as in (9.15),

$$
\begin{equation*}
\mathbb{E}\left|\widetilde{Z}_{t}(t)\right| \rightarrow 0 \tag{9.27}
\end{equation*}
$$

By considering the components separately, and taking real and imaginary parts, we may assume that $f_{1 y}, f_{2 y}, g$ and $Z_{y}$ are real-valued; we write $f_{y}=f_{1 y} f_{2 y}$.

Assume first that $\mathbb{E}\left|g\left(\xi_{i}\right)\right|^{2}<\infty$. Since the martingale $\widetilde{Z}_{y}(t), t \geq 0$, has finite variation, its quadratic variation is by (9.1) given by

$$
\left[\widetilde{Z}_{y}, \widetilde{Z}_{y}\right]_{t}=\sum_{s \leq t}\left(\Delta Z_{y}(t)\right)^{2}=\sum_{k: \tau_{i k} \leq t} f_{y}\left(\tau_{i k}\right)^{2} g\left(\Delta \mathcal{X}\left(\tau_{i k}\right)\right)^{2}
$$

This is a sum of the same type as $Z$, with $f_{1}, g$ and $f_{2}$ replaced by $f_{y}^{2}, g^{2}$ and 1. Hence Lemma 9.3 yields, together with (9.3) and (9.11),

$$
\begin{aligned}
\mathbb{E} \widetilde{Z}_{y}(t)^{2}=\mathbb{E}\left[\widetilde{Z}_{y}, \widetilde{Z}_{y}\right]_{t} & =\int_{0}^{t} f_{y}(s)^{2} \mathbb{E} g\left(\xi_{i}\right)^{2} a_{i} \mathbb{E} \mathcal{X}_{i}(s) d s \\
& \leq C \int_{0}^{t} f_{y}(s)^{2} e^{\lambda_{1} s} d s=C \int_{0}^{t} f_{1 y}(s)^{2} f_{2 y}(s)^{2} e^{\lambda_{1} s} d s
\end{aligned}
$$

and thus, by (9.25), $\mathbb{E}\left|\widetilde{Z}_{t}(t)\right|^{2} \rightarrow 0$, which proves (9.27).
In the case $\mathbb{E}\left|g\left(\xi_{i}\right)\right|^{2}=\infty$ we truncate, defining $g_{1}(x)=g(x) \mathbf{1}[|g(x)| \leq$ $M]$ and $g_{2}(x)=g(x)-g_{1}(x)$ for a constant $M$. Thus $g=g_{1}+g_{2}$ and there is a corresponding decomposition $\widetilde{Z}_{y}(t)=\widetilde{Z}_{1 y}(t)+\widetilde{Z}_{2 y}(t)$, where $\mathbb{E}\left|\widetilde{Z}_{1 t}(t)\right| \rightarrow 0$ by the case just proved. Applying Lemma 9.3 with $\left|f_{1 y}\right|,\left|f_{2 y}\right|$ and $\left|g_{2}\right|$,

$$
\begin{aligned}
\mathbb{E}\left|\widetilde{Z}_{2 y}(t)\right| & \leq \mathbb{E}\left|Z_{2 y}(t)\right|+\int_{0}^{t}\left|f_{1 y}(s)\right| \mathbb{E}\left|g_{2}\left(\xi_{i}\right)\right|\left|f_{2 y}(s)\right| a_{i} \mathbb{E} \mathcal{X}_{i}(s) d s \\
& \leq 2 \int_{0}^{t}\left|f_{1 y}(s)\right| \mathbb{E}\left|g_{2}\left(\xi_{i}\right)\right|\left|f_{2 y}(s)\right| a_{i} \mathbb{E} \mathcal{X}_{i}(s) d s .
\end{aligned}
$$

Hence, by (9.11) and (9.24), for $t \geq 1$,

$$
\mathbb{E}\left|\widetilde{Z}_{2 t}(t)\right| \leq C_{1} \mathbb{E}\left|g_{2}\left(\xi_{i}\right)\right| \int_{0}^{t}\left|f_{1 t}(s)\right|\left|f_{2 t}(s)\right| e^{\lambda_{1} s} d s \leq C_{2} \mathbb{E}\left|g_{2}\left(\xi_{i}\right)\right|
$$

and thus

$$
\limsup _{t \rightarrow \infty} \mathbb{E}\left|\widetilde{Z}_{t}(t)\right|=\underset{t \rightarrow \infty}{\limsup } \mathbb{E}\left|\widetilde{Z}_{2 t}(t)\right| \leq C_{2} \mathbb{E}\left|g_{2}\left(\xi_{i}\right)\right| .
$$

Since $\mathbb{E}\left|g_{2}\left(\xi_{i}\right)\right|$ can be made arbitrarily small by choosing $M$ large, (9.27) follows.

Next, for every $\varepsilon>0$, there is by Lemma 9.8 a.s. a random $T$ such that $\left|e^{-\lambda_{1} t} \mathcal{X}_{i}(t)-v_{1 i} W\right|<\varepsilon$ for $t \geq T$. Hence, for $t \geq T$, for some random $K$ independent of $t$ and again using (9.24),

$$
\begin{aligned}
& \left|\int_{0}^{t} f_{1 t}(s) \mathbb{E} g\left(\xi_{i}\right) f_{2 t}(s) a_{i}\left(\mathcal{X}_{i}(s)-v_{1 i} W e^{\lambda_{1} s}\right) d s\right| \\
& \leq C_{3} \int_{0}^{T}\left|f_{1 t}(s)\right|\left|f_{2 t}(s)\right|\left(\mathcal{X}_{i}(s)+v_{1 i} W e^{\lambda_{1} s}\right) d s+C_{4} \int_{T}^{t}\left|f_{1 t}(s)\right|\left|f_{2 t}(s)\right| \varepsilon e^{\lambda_{1} s} d s \\
& \leq K \int_{0}^{T}\left|f_{1 t}(s)\right|\left|f_{2 t}(s)\right| d s+C_{5} \varepsilon
\end{aligned}
$$

It follows by (9.26) and the arbitrariness of $\varepsilon$ that

$$
\begin{equation*}
\int_{0}^{t} f_{1 t}(s) \mathbb{E} g\left(\xi_{i}\right) f_{2 t}(s) a_{i}\left(\mathcal{X}_{i}(s)-v_{1 i} W e^{\lambda_{1} s}\right) d s \rightarrow 0 \text { a.s. } \tag{9.28}
\end{equation*}
$$

and thus in probability, as $t \rightarrow \infty$. The result follows from (9.15), (9.27) and (9.28).

Lemma 9.9 and (9.13) will give us the estimates of $[\mathcal{Y}, \mathcal{Y}]_{t}$ that we need in order to apply Proposition 9.1. We begin with $P_{I} \mathcal{Y}$, the part corresponding to eigenvalues $\lambda$ with $\operatorname{Re} \lambda<\lambda_{1} / 2$. For convenience we set $\widetilde{A}:=P_{I} A-\lambda_{1} / 2$, and note that each eigenvalue $\mu$ of $\widetilde{A}$ satisfies $\operatorname{Re} \mu<0$. Hence, for some $\delta>0$ and every $t \geq 0$,

$$
\begin{equation*}
\left|e^{t \widetilde{A}}\right|=O\left(e^{-\delta t}\right) \tag{9.29}
\end{equation*}
$$

Define, recalling (9.9),

$$
\begin{equation*}
\mathcal{Y}_{y}(t):=e^{y \widetilde{A}} P_{I} \mathcal{Y}(t)=e^{-\lambda_{1} y / 2+(y-t) A} P_{I} \mathcal{X}(t) \tag{9.30}
\end{equation*}
$$

For fixed $y, \mathcal{Y}_{y}(t)$ is a martingale by Lemma 9.2 , and, by (9.13),

$$
\begin{equation*}
\left[\mathcal{Y}_{y}, \mathcal{Y}_{y}\right]_{t}=e^{y \widetilde{A}} P_{I}[\mathcal{Y}, \mathcal{Y}]_{t} P_{I}^{\prime} e^{y \widetilde{A}^{\prime}}=\sum_{i=1}^{q} \sum_{k: \tau_{i k} \leq t} f_{1 y}^{(i)}\left(\tau_{i k}\right) g\left(\Delta \mathcal{X}\left(\tau_{i k}\right)\right) f_{2 y}^{(i)}\left(\tau_{i k}\right) \tag{9.31}
\end{equation*}
$$

where $g(\xi)=\xi \xi^{\prime}$ and

$$
\begin{equation*}
f_{1 y}^{(i)}(s)=f_{2 y}^{(i)^{\prime}}(s)=e^{y \widetilde{A}} P_{I} e^{-s A}=e^{-\lambda_{1} s / 2+(y-s) \widetilde{A}} P_{I} \tag{9.32}
\end{equation*}
$$

The inner sum in (9.31) is of the type studied in Lemmas 9.3 and 9.9. We apply Lemma 9.9 for each $i$ separately. By (9.32) and (9.29),

$$
\begin{equation*}
\left|f_{1 t}^{(i)}(s)\right|=\left|f_{2 t}^{(i)}(s)\right|=O\left(e^{-\lambda_{1} s / 2-(t-s) \delta}\right), \quad 0 \leq s \leq t \tag{9.33}
\end{equation*}
$$

and the conditions (9.24)-(9.26) follow.

Moreover, $\mathbb{E} g\left(\xi_{i}\right)=B_{i}$ by (2.13), and by (9.32)

$$
\begin{aligned}
\int_{0}^{t} f_{1 t}^{(i)}(s) \mathbb{E} g\left(\xi_{i}\right) f_{2 t}^{(i)}(s) e^{\lambda_{1} s} d s=\int_{0}^{t} e^{(t-s)} \tilde{A} P_{I} B_{i} P_{I}^{\prime} e^{(t-s) \widetilde{A}^{\prime}} d s \\
=P_{I} \int_{0}^{t} e^{r \widetilde{A}} B_{i} e^{r \widetilde{A}^{\prime}} d r P_{I}^{\prime} \rightarrow P_{I} \int_{0}^{\infty} e^{r \widetilde{A}} B_{i} e^{r \widetilde{A}^{\prime}} d r P_{I}^{\prime}
\end{aligned}
$$

where the integral converges by (9.29). Consequently, (9.31) and Lemma 9.9 yield, as $t \rightarrow \infty$, see (2.15),

$$
\begin{equation*}
\left[\mathcal{Y}_{t}, \mathcal{Y}_{t}\right]_{t} \xrightarrow{\mathrm{p}} \sum_{i=1}^{q} a_{i} v_{1 i} W P_{I} \int_{0}^{\infty} e^{s \widetilde{A}} B_{i} e^{s \widetilde{A}^{\prime}} d s P_{I}^{\prime}=W \Sigma_{I} \tag{9.34}
\end{equation*}
$$

For any fixed real $x, \mathcal{Y}_{t}(s)=e^{-x \widetilde{A}} \mathcal{Y}_{t+x}(s)$ and thus, as $t \rightarrow \infty$,

$$
\begin{equation*}
\left[\mathcal{Y}_{t}, \mathcal{Y}_{t}\right]_{t+x}=e^{-x \widetilde{A}}\left[\mathcal{Y}_{t+x}, \mathcal{Y}_{t+x}\right]_{t+x} e^{-x \widetilde{A}^{\prime}} \xrightarrow{\mathrm{p}} W e^{-x \widetilde{A}^{2}} \Sigma_{I} e^{-x \widetilde{A}^{\prime}} \tag{9.35}
\end{equation*}
$$

Moreover, by (9.31) and Lemma 9.3

$$
\mathbb{E}\left[\mathcal{Y}_{t}, \mathcal{Y}_{t}\right]_{t}=\sum_{i=1}^{q} \int_{0}^{t} f_{1 t}^{(i)}(s) B_{i} f_{2 t}^{(i)}(s) a_{i} \mathbb{E} \mathcal{X}_{i}(s) d s
$$

which by (9.33) and (9.11) is bounded for $t \geq 0$. Consequently, for $t+x \geq 0$,

$$
\mathbb{E}\left[\mathcal{Y}_{t}, \mathcal{Y}_{t}\right]_{t+x}=e^{-x \widetilde{A}} \mathbb{E}\left[\mathcal{Y}_{t+x}, \mathcal{Y}_{t+x}\right]_{t+x} e^{-x \widetilde{A}^{\prime}}=O\left(\left|e^{-x \widetilde{A}}\right|^{2}\right)
$$

We have further

$$
\left|\mathcal{Y}_{t}(0)\right|=\left|e^{t \widetilde{A}} P_{I} \mathcal{Y}(0)\right|=O\left(\left|e^{t \widetilde{A}}\right|\right)
$$

and thus, using (9.3) on each component of $\mathcal{Y}_{t}$,

$$
\begin{equation*}
\mathbb{E}\left|\mathcal{Y}_{t}(t+x)\right|^{2}=\left|\mathcal{Y}_{t}(0)\right|^{2}+\operatorname{Tr} \mathbb{E}\left[\mathcal{Y}_{t}, \mathcal{Y}_{t}\right]_{t+x}=O\left(\left|e^{t \widetilde{A}}\right|^{2}+\left|e^{-x \widetilde{A}}\right|^{2}\right) \tag{9.36}
\end{equation*}
$$

In particular, for any fixed $x$, by (9.29),

$$
\begin{equation*}
\sup _{t \geq-x} \mathbb{E}\left|\mathcal{Y}_{t}(t+x)\right|^{2}<\infty \tag{9.37}
\end{equation*}
$$

We are close to applying Proposition 9.1, but we still have the obstacle that the right-hand side of (9.35) is random. To simply divide $\mathcal{Y}_{t}$ by $\sqrt{W}$ would destroy the martingale property, but we can do something similar: Let, for $t \geq 1, h=h(t):=t^{1 / 2}$ (any function of $t$ that increases slowly to $\infty$ would do), and define (with the convention $0^{-1 / 2}=0$ )

$$
\tilde{Y}_{t}(x):= \begin{cases}\left(u_{1} \cdot \mathcal{Y}(t-h)\right)^{-1 / 2}\left(\mathcal{Y}_{t}(t+\ln x)-\mathcal{Y}_{t}(t-h)\right), & x \geq e^{-h}  \tag{9.38}\\ 0, & x<e^{-h}\end{cases}
$$

Clearly, $\widetilde{Y}_{t}$ is a martingale on $[0, \infty)$, and this is still true conditioned on any event $\mathcal{E}_{t} \in \mathcal{F}_{t-h}$.

For fixed $x>0$ we have from (9.1), for $t$ so large that $-h(t)<\ln x$,

$$
\begin{equation*}
\left[\tilde{Y}_{t}, \tilde{Y}_{t}\right]_{x}=\left(u_{1} \cdot \mathcal{Y}(t-h)\right)^{-1}\left(\left[\mathcal{Y}_{t}, \mathcal{Y}_{t}\right]_{t+\ln x}-\left[\mathcal{Y}_{t}, \mathcal{Y}_{t}\right]_{t-h}\right) \tag{9.39}
\end{equation*}
$$

Further, using Doob's inequality, (9.36) and (9.29),

$$
\begin{equation*}
\mathbb{E} \sup _{x \leq t-h}\left|\mathcal{Y}_{t}(x)\right|^{2} \leq 4 \mathbb{E}\left|\mathcal{Y}_{t}(t-h)\right|^{2}=O\left(e^{-2 \delta t}+e^{-2 \delta h}\right)=o(1) \tag{9.40}
\end{equation*}
$$

as $t \rightarrow \infty$. It follows by (9.3) applied to the components $\mathcal{Y}_{t i}$ that, for $i=$ $1, \ldots, q, \mathbb{E}\left[\mathcal{Y}_{t i}, \mathcal{Y}_{t i}\right]_{t-h} \rightarrow 0$. The same holds for the nondiagonal entries of $\mathbb{E}\left[\mathcal{Y}_{t}, \mathcal{Y}_{t}\right]_{t-h}$ by the Cauchy-Schwarz inequality and the Kunita-Watanabe inequality $\left|\left[\mathcal{Y}_{t i}, \mathcal{Y}_{t j}\right]_{s}\right| \leq\left[\mathcal{Y}_{t i}, \mathcal{Y}_{t i}\right]_{s}^{1 / 2}\left[\mathcal{Y}_{t j}, \mathcal{Y}_{t j}\right]_{s}^{1 / 2}$, which in this setting is the Cauchy-Schwarz inequality applied to (9.1). Hence,

$$
\begin{equation*}
\mathbb{E}\left[\mathcal{Y}_{t}, \mathcal{Y}_{t}\right]_{t-h} \rightarrow 0 \tag{9.41}
\end{equation*}
$$

Since $t-h \rightarrow \infty$, Lemma 9.7 yields $u_{1} \cdot \mathcal{Y}(t-h) \xrightarrow{\text { a.s. }} W$. Combined with $(9.39),(9.35)$ and $(9.41)$, this implies that, on the event $\{W>0\}$, for every fixed $x>0$,

$$
\begin{equation*}
\left[\tilde{Y}_{t}, \tilde{Y}_{t}\right]_{x} \xrightarrow{\mathrm{p}} e^{-(\ln x) \tilde{A}^{2}} \Sigma_{I} e^{-(\ln x) \widetilde{A}^{\prime}} \tag{9.42}
\end{equation*}
$$

Now assume that $\varepsilon>0$ and that, for large $t, \mathcal{E}_{t}$ is any event in $\mathcal{F}_{t-h}$ with $\mathbb{P}\left(\mathcal{E}_{t}\right) \geq \varepsilon$ and $u_{1} \cdot \mathcal{Y}(t-h) \geq \varepsilon$ on $\mathcal{E}_{t}$. Since $\mathbb{P}\left(\mathcal{E}_{t} \cap\{W=0\}\right) \rightarrow 0$ by Lemma 9.7, it follows from (9.42), (9.37) and (9.40) that $\widetilde{Y}_{t}$ conditioned on $\mathcal{E}_{t}$ satisfies the conditions of Proposition 9.1 with $\Sigma(x):=e^{-(\ln x) \widetilde{A}} \Sigma_{I} e^{-(\ln x)} \widetilde{A}^{\prime}$. $(\Sigma(0)=0$; note that $\Sigma$ is continuous at 0 by (9.29).) Consequently, conditioned on $\mathcal{E}_{t}, \widetilde{Y}_{t}(x) \xrightarrow{\text { d }} \widetilde{U}_{I}(x)$ in $D[0, \infty)$ as $t \rightarrow \infty$, where $\widetilde{U}_{I}$ is the continuous vector-valued Gaussian stochastic process with mean 0 and covariances

$$
\begin{equation*}
\mathbb{E} \widetilde{U}_{I}(x) \widetilde{U}_{I}(y)^{\prime}=\mathbb{E} \widetilde{U}_{I}(x) \widetilde{U}_{I}(x)^{\prime}=\Sigma(x)=e^{-(\ln x)} \widetilde{A} \Sigma_{I} e^{-(\ln x) \widetilde{A}^{\prime}}, \quad x \leq y \tag{9.43}
\end{equation*}
$$

Next, from the definition of $\widetilde{Y}_{t}$ and (9.40), on $\mathcal{E}_{t}$,
$\sup _{x \geq 0}\left|\tilde{Y}_{t}(x)-\left(u_{1} \cdot \mathcal{Y}(t-h)\right)^{-1 / 2} \mathcal{Y}_{t}(t+\ln x)\right|=\left(u_{1} \cdot \mathcal{Y}(t-h)\right)^{-1 / 2} \sup _{y \leq t-h}\left|\mathcal{Y}_{t}(y)\right| \xrightarrow{\mathrm{p}} 0$
so we may replace $\widetilde{Y}_{t}(x)$ by $\left(u_{1} \cdot \mathcal{Y}(t-h)\right)^{-1 / 2} \mathcal{Y}_{t}(t+\ln x)$ in this limit result. Changing variables $x \rightarrow e^{x}$ we find, in $D[-\infty, \infty)$ and thus in $D(-\infty, \infty)$, conditioned on $\mathcal{E}_{t}$, as $t \rightarrow \infty$,

$$
\left(u_{1} \cdot \mathcal{Y}(t-h)\right)^{-1 / 2} \mathcal{Y}_{t}(t+x) \xrightarrow{\mathrm{d}} \widetilde{U}_{I}\left(e^{x}\right)
$$

Since, by $(9.30), \mathcal{Y}_{t}(t+x)=e^{-\lambda_{1} t / 2-x A} P_{I} \mathcal{X}(t+x)$, we obtain by multiplication by $e^{x \widetilde{A}}$, as $t \rightarrow \infty$ and conditioned on $\mathcal{E}_{t}$, in $D(-\infty, \infty)$,

$$
\left(u_{1} \cdot \mathcal{Y}(t-h)\right)^{-1 / 2} e^{-\lambda_{1}(t+x) / 2} P_{I} \mathcal{X}(t+x) \xrightarrow{\mathrm{d}} U_{I}(x):=e^{x \widetilde{A}} \widetilde{U}_{I}\left(e^{x}\right)
$$

$U_{I}$ is a Gaussian process, and the covariances (3.1) follow from (9.43).
We now apply Lemma 8.2 taking $\eta_{t}=u_{1} \cdot \mathcal{Y}(t-h), \zeta_{t}=\left(u_{1} \cdot \mathcal{Y}(t-\right.$ $h))^{-1 / 2} e^{-\lambda_{1}(t+x) / 2} P_{I} \mathcal{X}(t+x), \eta=W, \zeta=U_{I}, \mathcal{S}_{1}=\mathbb{R}, \mathcal{S}_{2}=D(-\infty, \infty)$, $E=\{r \in \mathbb{R}: r>0\}$, and $E_{m}=\{r \in \mathbb{R}: r>1 / m\}$.

We have just proved assumption (iv) in Lemma 8.2, and assumptions (i), (ii) and (iii) follow by Lemma 9.7. Hence Lemma 8.2 shows that, conditioned
on $u_{1} \cdot \mathcal{Y}(t-h)>0,\left(\eta_{t}, \zeta_{t}\right) \xrightarrow{\mathrm{d}}\left(\widetilde{W}, U_{I}\right)$, where $\widetilde{W}$ has the distribution of $W$ conditioned on being positive and with $U_{I}$ independent of $\widetilde{W}$. Consequently, conditioned on $u_{1} \cdot \mathcal{Y}(t-h)>0$,

$$
\begin{equation*}
e^{-\lambda_{1}(t+x) / 2} P_{I} \mathcal{X}(t+x)=\eta_{t}^{1 / 2} \zeta_{t} \xrightarrow{\mathrm{~d}} \widetilde{W}^{1 / 2} U_{I}(x) \quad \text { in } D(-\infty, \infty) . \tag{9.44}
\end{equation*}
$$

If $\mathbb{P}(W=0)=0$, then $\widetilde{W}=W$ and $u_{1} \cdot \mathcal{Y}(t-h)>0$ a.s. by Lemma 9.7, and part (i) of Theorem 3.1 is proved.

If $\mathbb{P}(W=0)>0$, we define the martingale

$$
\widehat{Y}_{t}(x):= \begin{cases}\mathcal{Y}_{t}(t+\ln x)-\mathcal{Y}_{t}(t-h), & x \geq e^{-h} \\ 0, & x<e^{-h}\end{cases}
$$

Since $u_{1} \cdot \mathcal{Y}(t-h)=0$ implies $W=0$ a.s. by Lemma 9.7, (9.35) implies that, conditioned on $u_{1} \cdot \mathcal{Y}(t-h)=0$,

$$
\left[\widehat{Y}_{t}, \widehat{Y}_{t}\right]_{x} \xrightarrow{\mathrm{p}} 0
$$

for every fixed $x$. Together with (9.37) and (9.40), this shows that we can apply Proposition 9.1 to $\widehat{Y}_{t}(x)$ conditioned on $u_{1} \cdot \mathcal{Y}(t-h)=0$, now with $\Sigma(x)=0$ and thus $M=0$. Hence, conditioned on $u_{1} \cdot \mathcal{Y}(t-h)=0$, we find first $\widehat{Y}_{t}(x) \xrightarrow{\text { d }} 0$ in $D[0, \infty)$, then by (9.40) and a change of variable $\mathcal{Y}_{t}(t+x) \xrightarrow{\text { d }} 0$ in $D(-\infty, \infty)$, and then, after multiplication by $e^{x \widetilde{A}^{\prime}}$,

$$
e^{-\lambda_{1}(t+x) / 2} P_{I} \mathcal{X}(t+x) \xrightarrow{\mathrm{d}} 0=W^{1 / 2} U_{I}(x) \quad \text { in } D(-\infty, \infty) .
$$

This complements (9.44) and together they imply part (i) of Theorem 3.1, with $U_{I}$ independent of $W$.

A simple modification of the argument shows that (i) and (iii) hold jointly. (When we talk about (iii) holding jointly with other assertions, here and later in the proof, we only mean the part on convergence in distribution.) Indeed, let $\mathcal{Y}_{I I I, t}(x t)$ denote the collection of the left-hand sides of (iii) in Theorem 3.1 (for $\lambda \in \Lambda_{I I I}$ and $0 \leq k \leq d_{\lambda}$ ), regarded as a large vector-valued process, and let $W_{I I I}$ denote the corresponding collection of the right-hand sides. The a.s. convergence in (iii) implies that $\mathcal{Y}_{I I I, t}(x t)-\mathcal{Y}_{I I I, t}(h) \xrightarrow{\mathrm{p}} 0$ in $D(0, \infty)$ as functions of $x$. Hence the convergence in distribution in (iii) is equivalent to $\mathcal{Y}_{I I I, t}(h) \xrightarrow{\mathrm{d}} W_{I I I}$.

By enlarging $\eta_{t}$ (and $\mathcal{S}_{1}$ ) in the application of Lemma 8.2 above, changing $\eta_{t}$ into $\left(u_{1} \cdot \mathcal{Y}(t-h), \mathcal{Y}_{I I I, t}(h)\right)$, it now follows that (i) and (iii) hold jointly, with $U_{I}$ independent of $\left\{W_{\lambda}\right\}_{\lambda \in \Lambda_{I I I}}$.

For $\lambda \in \Lambda_{I I}$ we argue similarly, now putting

$$
\begin{equation*}
\mathcal{Y}_{y, \lambda, k}(t)=y^{-k-1 / 2} Q_{\lambda, k} P_{\lambda} \mathcal{Y}(t) . \tag{9.45}
\end{equation*}
$$

Again, this is a martingale (for fixed $y, \lambda, k)$. If also $\mu \in \Lambda_{I I}$ and $0 \leq l \leq d_{\mu}$, then $\left[\mathcal{Y}_{y, \lambda, k}, \mathcal{Y}_{y, \mu, l}\right]_{t}$ is by (9.13) given by a sum as in (9.31), where now by

$$
\begin{equation*}
f_{1 y}^{(i)}(s)=y^{-k-1 / 2} Q_{\lambda, k} P_{\lambda} e^{-s A}=y^{-k-1 / 2} e^{-s \lambda} \sum_{j=0}^{k} \frac{(-s)^{j}}{j!} Q_{\lambda, k} N_{\lambda}^{j} P_{\lambda} \tag{2.8}
\end{equation*}
$$

and similarly for $f_{2 y}^{(i)}(s)$. Instead of (9.33) we have by (2.11), for $t \geq 1$,

$$
\left|f_{1 t}^{(i)}(s)\right|=O\left(t^{-k-1 / 2} e^{-\lambda_{1} s / 2}(1+s)^{k}\right)=O\left(t^{-1 / 2} e^{-\lambda_{1} s / 2}\right), \quad 0 \leq s \leq t
$$

and similarly for $f_{2 y}^{(i)}(s)$. In this case too, (9.24)-(9.26) follow, so Lemma 9.9 applies for each $i$. We now have

$$
\begin{align*}
& \int_{0}^{t} f_{1 t}^{(i)}(s) \mathbb{E} g\left(\xi_{i}\right) f_{2 t}^{(i)}(s) e^{\lambda_{1} s} d s \\
& =\int_{0}^{t} t^{-k-l-1} e^{s\left(\lambda_{1}-\lambda-\mu\right)} \sum_{j=0}^{k} \sum_{m=0}^{l} \frac{(-s)^{j+m}}{j!m!} Q_{\lambda, k} N_{\lambda}^{j} P_{\lambda} B_{i} P_{\mu}^{\prime}\left(N_{\mu}^{\prime}\right)^{m} Q_{\mu, l}^{\prime} d s \tag{9.46}
\end{align*}
$$

If $\mu=\bar{\lambda}$, then $\lambda_{1}-\lambda-\mu=\lambda_{1}-2 \operatorname{Re} \lambda=0$, and the integral (9.46) equals

$$
\begin{aligned}
& \sum_{j=0}^{k} \sum_{m=0}^{l}(-1)^{j+m} \frac{t^{j+m+1-k-l-1}}{(j+m+1) j!m!} Q_{\lambda, k} N_{\lambda}^{j} P_{\lambda} B_{i} P_{\mu}^{\prime}\left(N_{\mu}^{\prime}\right)^{m} Q_{\mu, l}^{\prime} \\
& \rightarrow \frac{(-1)^{k+l}}{(k+l+1) k!l!} Q_{\lambda, k} N_{\lambda}^{k} P_{\lambda} B_{i} P_{\mu}^{\prime}\left(N_{\mu}^{\prime}\right)^{l} Q_{\mu, l}^{\prime}
\end{aligned}
$$

as $t \rightarrow \infty$. If $\mu \neq \bar{\lambda}$, then $\lambda_{1}-\lambda-\mu$ is imaginary and nonzero. It is easily seen, by integration by parts, that then $\int_{0}^{t} e^{s\left(\lambda_{1}-\lambda-\mu\right)} s^{r} d s=O\left(t^{r}\right)$ for each $r \geq 0$, which implies that the integral (9.46) tends to 0 .

Hence, in both cases, Lemma 9.9 and (2.16) imply that, as $t \rightarrow \infty$,

$$
\left[\mathcal{Y}_{t, \lambda, k}, \mathcal{Y}_{t, \mu, l}\right]_{t} \xrightarrow{\mathrm{p}} W \cdot \frac{(-1)^{k+l}}{(k+l+1) k!l!} Q_{\lambda, k} N_{\lambda}^{k} P_{\lambda} \Sigma_{I I} P_{\mu}^{\prime}\left(N_{\mu}^{\prime}\right)^{l} Q_{\mu, l}^{\prime}
$$

(with the right-hand side 0 by (2.16) unless $\mu=\bar{\lambda}$ ). Consequently, for every fixed $x>0$,

$$
\begin{align*}
& {\left[\mathcal{Y}_{t, \lambda, k}, \mathcal{Y}_{t, \mu, l}\right]_{x t}=x^{k+l+1}\left[\mathcal{Y}_{x t, \lambda, k}, \mathcal{Y}_{x t, \mu, l}\right]_{x t}} \\
& \xrightarrow{\mathrm{p}} W \cdot x^{k+l+1} \frac{(-1)^{k+l}}{(k+l+1) k!l!} Q_{\lambda, k} N_{\lambda}^{k} P_{\lambda} \Sigma_{I I} P_{\mu}^{\prime}\left(N_{\mu}^{\prime}\right)^{l} Q_{\mu, l}^{\prime} \tag{9.47}
\end{align*}
$$

Clearly, this holds for $x=0$ too. Moreover, it follows easily from (9.45), (9.17) and (2.11) that $\sup _{t \geq 1} \mathbb{E}\left|\mathcal{Y}_{t, \lambda, k}(x t)\right|^{2}<\infty$ for every $x \geq 0$.

Let $\mathcal{Y}_{I I, t}(s)$ be the vector obtained by combining all vectors $\mathcal{Y}_{t, \lambda, k}(s)$ for $\lambda$ and $k$ as in part (ii) of Theorem 3.1; we write this as $\mathcal{Y}_{I I, t}=\left(\mathcal{Y}_{t, \lambda, k}\right)_{\lambda, k}$. We thus see from (9.47) that $\left[\mathcal{Y}_{I I, t}, \mathcal{Y}_{I I, t}\right]_{x t}$ converges. Moreover, since $\overline{\mathcal{Y}_{t, \lambda, k}}=\mathcal{Y}_{t, \bar{\lambda}, k}, \overline{\mathcal{Y}}_{I I, t}$ equals $\mathcal{Y}_{I I, t}$ with a certain permutation of the components. Hence $\left[\mathcal{Y}_{I I, t}, \overline{\mathcal{Y}_{I I, t}}\right]_{x t}$ too converges.

We this time define, with $h:=t^{1 / 2}$ as above,

$$
\tilde{Y}_{t}(x):= \begin{cases}\left(u_{1} \cdot \mathcal{Y}(h)\right)^{-1 / 2}\left(\mathcal{Y}_{I I, t}(x t)-\mathcal{Y}_{I I, t}(h)\right), & x \geq h / t, \\ 0, & x<h / t\end{cases}
$$

Repeating the argument after (9.38) above (replacing $t-h$ by $t / h=h$ and using Proposition 9.1(ii) if some $\lambda \in \Lambda_{I I}$ is non-real), we obtain, in $D[0, \infty)$,

$$
\begin{equation*}
\mathcal{Y}_{I I, t}(x t) \xrightarrow{\mathrm{d}} W^{1 / 2} \widetilde{U}_{I I}(x) \tag{9.48}
\end{equation*}
$$

or, jointly for all $\lambda \in \Lambda_{I I}$ and $0 \leq k \leq d_{\lambda}$,

$$
\begin{equation*}
\mathcal{Y}_{t, \lambda, k}(x t) \xrightarrow{\mathrm{d}} W^{1 / 2} \widetilde{U}_{\lambda, k}(x), \tag{9.49}
\end{equation*}
$$

where $\widetilde{U}_{I I}=\left(\widetilde{U}_{\lambda, k}\right)_{\lambda, k}$ is Gaussian and, for $0 \leq x \leq y$,

$$
\begin{equation*}
\mathbb{E}\left(\widetilde{U}_{\lambda, k}(x) \widetilde{U}_{\mu, l}(y)^{\prime}\right)=\tilde{c}(k, l, x) Q_{\lambda, k} N_{\lambda}^{k} P_{\lambda} \Sigma_{I I} P_{\mu}^{\prime}\left(N_{\mu}^{\prime}\right)^{l} Q_{\mu, l}^{\prime} . \tag{9.50}
\end{equation*}
$$

with

$$
\begin{equation*}
\tilde{c}(k, l, x):=\frac{(-1)^{k+l}}{(k+l+1) k!l!} x^{k+l+1}=\frac{(-1)^{k+l}}{k!l!} \int_{0}^{x} s^{k+l} d s . \tag{9.51}
\end{equation*}
$$

In the case $d_{\lambda}=0$ for $\lambda \in \Lambda_{I I}$, this completes the proof of (ii). In general, we have by (9.9), (2.8), (2.6) and (9.45)

$$
\begin{aligned}
& t^{-(k+1 / 2)} e^{-\lambda x t} Q_{\lambda, k} P_{\lambda} \mathcal{X}(x t)=t^{-k-1 / 2} e^{-\lambda x t} Q_{\lambda, k} P_{\lambda} e^{x t A} \mathcal{Y}(x t) \\
& \quad=t^{-k-1 / 2} Q_{\lambda, k} e^{x t N_{\lambda}} P_{\lambda} \mathcal{Y}(x t)=t^{-k-1 / 2} \sum_{j=0}^{k} \frac{(x t)^{j}}{j!} Q_{\lambda, k} N_{\lambda}^{j} P_{\lambda} \mathcal{Y}(x t) \\
& \quad=\sum_{j=0}^{k} \frac{x^{j}}{j!} N_{\lambda}^{j} \mathcal{Y}_{t, \lambda, k-j}(x t),
\end{aligned}
$$

which by (9.49) yields part (ii) of the theorem with

$$
U_{\lambda, k}(x):=\sum_{j=0}^{k} \frac{x^{j}}{j!} N_{\lambda}^{j} \widetilde{U}_{\lambda, k-j}(x) .
$$

By (9.50) we have (3.2), with, using (9.51) and the binomial theorem,

$$
\begin{aligned}
& c(k, l, x, y)=\sum_{j=0}^{k} \sum_{m=0}^{l} \frac{x^{j}}{j!} \frac{y^{m}}{m!} \tilde{c}(k-j, l-m, x) \\
& \quad=\sum_{j=0}^{k} \sum_{m=0}^{l} \frac{x^{j}}{j!} \frac{y^{m}}{m!} \frac{1}{(k-j)!(l-m)!} \int_{0}^{x}(-s)^{k-j+l-m} d s \\
& \quad=\frac{1}{k!l!} \int_{0}^{x}(x-s)^{k}(y-s)^{l} d s,
\end{aligned}
$$

which yields (3.3) by a change of variable and the binomial theorem again.
Again, by Lemma 8.2 with an enlarged $\eta_{t}$ as above, (ii) and (iii) hold jointly, with $\left\{U_{\lambda, k}\right\}_{\lambda \in \Lambda_{I I}, k \leq d_{\lambda}}$ independent of $\left\{W_{\lambda}\right\}_{\lambda \in \Lambda_{I I I}}$.

We have proved (i), (ii) and (iii) separately, but only partly proved the joint convergence and the asserted independence.

First, note that the families $\left\{U_{\lambda, k}\right\}_{0 \leq k \leq d_{\lambda}}$ for different $\lambda \in \Lambda_{I I}$ with $\operatorname{Im} \lambda \geq 0$ are independent because they are jointly Gaussian and all covariances of real or imaginary parts vanish by (3.2) and (2.16).

Next, consider the stopped processes $\mathcal{Y}_{I I, t}^{T}(s):=\mathcal{Y}_{I I, t}(s \wedge T)$ and $\widetilde{U}_{I I}^{T}(x):=$ $\widetilde{U}_{I I}(x \wedge T)$. Stopping at $x=1$ we obtain from (9.48)

$$
\begin{equation*}
\mathcal{Y}_{I I, t}^{t}(x t) \xrightarrow{\mathrm{d}} W^{1 / 2} \widetilde{U}_{I I}^{1}(x) \tag{9.52}
\end{equation*}
$$

Moreover, we have shown that this holds jointly with (iii) and with $\widetilde{U}_{I I}^{1}$ independent of $\left\{W_{\lambda}\right\}_{\lambda \in \Lambda_{I I I}}$. It is another consequence of (9.48) that

$$
\begin{equation*}
\sup _{x}\left|\mathcal{Y}_{I I, t}^{t}(x t)-\mathcal{Y}_{I I, t}^{t-h}(x t)\right|=\sup _{1-h / t \leq x \leq 1}\left|\mathcal{Y}_{I I, t}(x t)-\mathcal{Y}_{I I, t}(t-h)\right| \xrightarrow{\mathrm{p}} 0 \tag{9.53}
\end{equation*}
$$

Hence (9.52) is equivalent to

$$
\begin{equation*}
\mathcal{Y}_{I I, t}^{t-h}(x t) \xrightarrow{\mathrm{d}} W^{1 / 2} \widetilde{U}_{I I}^{1}(x) \tag{9.54}
\end{equation*}
$$

Next, redo the application above of Lemma 8.2 to (i) once again, now further enlarging $\eta_{t}\left(\right.$ and $\left.\mathcal{S}_{1}\right)$ to contain also $\mathcal{Y}_{I I, t}^{t-h}(x t)$ (which is $\mathcal{F}_{t-h^{-}}$ measurable). This shows that (9.54), (iii) and (i) hold jointly, with $U_{I}$, $\widetilde{U}_{I I}^{1}$ and $\left\{W_{\lambda}\right\}_{\lambda \in \Lambda_{I I I}}$ independent.

Finally, stop the left-hand side of (i) at $x=h$; this does not affect the limit because $h \rightarrow \infty$. Consider again the argument for (9.48), but applied to $\mathcal{Y}_{I I, t}-\mathcal{Y}_{I I, t}^{t+h}$. Applying Lemma 8.2 as above but with $\eta_{t}$ containing $\mathcal{Y}_{I I, t}^{t-h}$, $\mathcal{Y}_{I I I, t}(h)$ and the left-hand side of (i) stopped at $x=h$, we find

$$
\begin{equation*}
\mathcal{Y}_{I I, t}(x t)-\mathcal{Y}_{I I, t}^{t+h}(x t) \xrightarrow{\mathrm{d}} W^{1 / 2}\left(\widetilde{U}_{I I}(x)-\widetilde{U}_{I I}^{1}(x)\right) \quad \text { in } D[0, \infty) \tag{9.55}
\end{equation*}
$$

jointly with (i), (iii) and (9.54), with $\widetilde{U}_{I I}-\widetilde{U}_{I I}^{1}$ independent of $U_{I}, \widetilde{U}_{I I}^{1}$ and $\left\{W_{\lambda}\right\}_{\lambda \in \Lambda_{I I I}}$.

By (9.53) and the analogous $\sup _{x}\left|\mathcal{Y}_{I I, t}^{t+h}(x t)-\mathcal{Y}_{I I, t}^{t}(x t)\right| \xrightarrow{\mathrm{p}} 0$, we can replace $\mathcal{Y}_{I I, t}^{t \pm h}$ in (9.54) and (9.55) by $\mathcal{Y}_{I I, t}^{t}$. Together, these yield (9.48), and hence (ii), now with joint convergence with (i) and (iii) and the asserted independence.

## 10. Proofs of Theorems 3.9 and 3.10

We let $\|X\|_{p}:=\left(\mathbb{E}|X|^{p}\right)^{1 / p}$ denote the $L^{p}$ norm of a random vector $X$.
Lemma 10.1. Let $f_{1}, f_{2}, g$ and $Z$ be as in Lemma 9.3, and let $0<p<\infty$. Suppose that $\left|f_{1}(t)\right|\left|f_{2}(t)\right|=O\left((1+t)^{m} e^{-\alpha t}\right)$ for some real $m \geq 0$ and $\alpha$, that $\mathbb{E}|g(\xi)|^{p}<\infty$ and that $\|\mathcal{X}(t)\|_{p}=O\left(e^{\lambda_{1} t}\right)$.
(i) If $0<p \leq 1$, then

$$
\|Z(t)\|_{p}=O\left((1+t)^{m^{\prime}} e^{\left(\lambda_{1} / p-\alpha\right)_{+} t}\right)
$$

where $m^{\prime}=m$ if $p \alpha<\lambda_{1}, m^{\prime}=m+1 / p$ if $p \alpha=\lambda_{1}$, and $m^{\prime}=0$ if $p \alpha>\lambda_{1}$.
(ii) If $1 \leq p<\infty$, then

$$
\|Z(t)\|_{p}=O\left((1+t)^{m^{\prime}} e^{\left(\lambda_{1}-\alpha\right)_{+} t}\right)
$$

where $m^{\prime}=m$ if $\alpha<\lambda_{1}, m^{\prime}=m+1$ if $\alpha=\lambda_{1}$, and $m^{\prime}=0$ if $\alpha>\lambda_{1}$.

Proof. By considering the components and their real and imaginary parts separately, we may again assume that $f_{1}, f_{2}, g$ and $Z$ are real-valued; we write $f:=f_{1} f_{2}$.
(i): We have by subadditivity of $x \mapsto x^{p},(9.16)$ and (9.11),

$$
\begin{aligned}
\mathbb{E}|Z(t)|^{p} & \leq \sum_{k: \tau_{i k} \leq t}\left|f\left(\tau_{i k}\right)\right|^{p}\left|g\left(\Delta \mathcal{X}\left(\tau_{i k}\right)\right)\right|^{p} \\
& =\int_{0}^{t}|f(s)|^{p} \mathbb{E}\left|g\left(\xi_{i}\right)\right|^{p} a_{i} \mathbb{E} \mathcal{X}_{i}(s) d s \leq C \int_{0}^{t}(1+s)^{p m} e^{-p \alpha s+\lambda_{1} s} d s
\end{aligned}
$$

and the result follows by considering the cases $p \alpha<\lambda_{1}, p \alpha=\lambda_{1}$ and $p \alpha>\lambda_{1}$ separately.
(ii): First, by (9.15) and Minkowski's inequality,

$$
\begin{align*}
\|Z(t)-\widetilde{Z}(t)\|_{p} & \leq \int_{0}^{t}|f(s)|\left|\mathbb{E} g\left(\xi_{i}\right)\right| a_{i}\left\|\mathcal{X}_{i}(s)\right\|_{p} d s \\
& \leq C_{1} \int_{0}^{t}(1+s)^{m} e^{\left(\lambda_{1}-\alpha\right) s} d s  \tag{10.1}\\
& \leq C_{2}(1+t)^{m^{\prime}} e^{\left(\lambda_{1}-\alpha\right)+t}
\end{align*}
$$

For the martingale $\widetilde{Z}(t)$ we use the Burkholder-Davis-Gundy inequality [34, Theorem 26.12]:

$$
\begin{equation*}
\|\widetilde{Z}(t)\|_{p} \leq C_{4}\left\|[\widetilde{Z}, \widetilde{Z}]_{t}^{1 / 2}\right\|_{p}=C_{4}\left\|[\widetilde{Z}, \widetilde{Z}]_{t}\right\|_{p / 2}^{1 / 2} \tag{10.2}
\end{equation*}
$$

This martingale has finite variation, and by (9.1) its quadratic variation is

$$
[\widetilde{Z}, \widetilde{Z}]_{t}=\sum_{k: \tau_{i k} \leq t}\left(\Delta \widetilde{Z}\left(\mathcal{X}\left(\tau_{i k}\right)\right)\right)^{2}=\sum_{k: \tau_{i k} \leq t} f^{2}\left(\tau_{i k}\right) g^{2}\left(\Delta \mathcal{X}\left(\tau_{i k}\right)\right)
$$

This is a sum of the same type as $Z(t)$; note that $\left|f^{2}(t)\right|=O\left((1+t)^{2 m} e^{-2 \alpha t}\right)$ and $\mathbb{E}\left|g^{2}(\xi)\right|^{p / 2}<\infty$.

If $1 \leq p \leq 2$, we thus have by (i)

$$
\left\|[\widetilde{Z}, \widetilde{Z}]_{t}\right\|_{p / 2} \leq C_{5}(1+t)^{m^{\prime \prime}} e^{\left(2 \lambda_{1} / p-2 \alpha\right)_{+} t}
$$

where $m^{\prime \prime}=2 m$ if $p \alpha<\lambda_{1}, m^{\prime \prime}=2 m+2 / p$ if $p \alpha=\lambda_{1}$ and $m^{\prime \prime}=0$ if $p \alpha>\lambda_{1}$.

If $p>2$, we have by (ii), using induction on $p$ (or rather on $\left\lfloor\log _{2} p\right\rfloor$ )

$$
\left\|[\widetilde{Z}, \widetilde{Z}]_{t}\right\|_{p / 2} \leq C_{6}(1+t)^{m^{\prime \prime}} e^{\left(\lambda_{1}-2 \alpha\right)_{+} t}
$$

where $m^{\prime \prime}=2 m$ if $2 \alpha<\lambda_{1}, m^{\prime \prime}=2 m+1$ if $2 \alpha=\lambda_{1}$ and $m^{\prime \prime}=0$ if $2 \alpha>\lambda_{1}$.
In both cases, $\left\|[\widetilde{Z}, \widetilde{Z}]_{t}\right\|_{p / 2}^{1 / 2}=O\left((1+t)^{m^{\prime}} e^{\left(\lambda_{1}-\alpha\right)_{+} t}\right)$, which together with (10.2) and (10.1) yields the result.

Lemma 10.2. Let $1 \leq p<\infty$ and assume $\mathbb{E}|\mathcal{X}(0)|^{p}<\infty$ and $\mathbb{E}\left|\xi_{i}\right|^{p}<\infty$ for every i. Then
(i) $\|\mathcal{X}(t)\|_{p}=O\left(e^{\lambda_{1} t}\right)$;
(ii) if $\operatorname{Re} \lambda>\lambda_{1} / 2$, then $\left\|P_{\lambda} \mathcal{Y}(t)\right\|_{p}=O(1)$, and thus $P_{\lambda} \mathcal{Y}(t)$ converges to $\widetilde{W}_{\lambda}$ in $L^{p}$.

Proof. For $p=2$, we have already assumed the hypotheses; (i) follows by (9.18), (9.11) and (2.12), while (ii) is in Lemmas 9.4 and 9.5. Hence the results holds for $p \leq 2$ too.

For $p>2$, we assume, by induction on $p$, that $\|\mathcal{X}(t)\|_{p / 2}=O\left(e^{\lambda_{1} t}\right)$. By the Burkholder-Davis-Gundy inequality [34, Theorem 26.12] again,

$$
\begin{equation*}
\left\|P_{\lambda} \mathcal{Y}(t)-P_{\lambda} \mathcal{Y}(0)\right\|_{p} \leq C\left\|\left[P_{\lambda} \mathcal{Y}, P_{\lambda} \mathcal{Y}\right]_{t}\right\|_{p / 2}^{1 / 2} \tag{10.3}
\end{equation*}
$$

We use (9.13) and apply Lemma 10.1 (with $p / 2$ ) for each $i$ separately, with $f_{1}(t)=f_{2}(t)^{\prime}=P_{\lambda} e^{-t A}$ and $g(R)=R R^{\prime}$, taking $m=2 d_{\lambda}$ and $\alpha=2 \operatorname{Re} \lambda$ by (2.10). Hence, by (10.3),
$\left\|P_{\lambda} \mathcal{Y}(t)\right\|_{p} \leq C_{1}\|\mathcal{X}(0)\|_{p}+C\left\|\left[P_{\lambda} \mathcal{Y}, P_{\lambda} \mathcal{Y}\right]_{t}\right\|_{p / 2}^{1 / 2} \leq C_{2}(1+t)^{m^{\prime} / 2} e^{\left(\lambda_{1} / 2-\operatorname{Re} \lambda\right)_{+} t}$.
This shows the estimate in (ii), and $L^{p}$ convergence follows by the martingale convergence theorem.

Moreover, by (2.10) again,

$$
\left\|P_{\lambda} \mathcal{X}(t)\right\|_{p} \leq\left|P_{\lambda} e^{t A}\right|\left\|P_{\lambda} \mathcal{Y}(t)\right\|_{p} \leq C(1+t)^{m^{\prime} / 2+d_{\lambda}} e^{\max \left(\lambda_{1} / 2, \operatorname{Re} \lambda\right) t}
$$

This is $O\left(e^{\lambda_{1} t}\right)$ if $\lambda \neq \lambda_{1}$, and also if $\lambda=\lambda_{1}$ because then $m^{\prime}=d_{\lambda}=0$. Summing over $\lambda$ we obtain (i).

Proof of Theorem 3.9. (i): By (9.19) and Lemma 9.5, with $\mathcal{Y}(0)=\mathcal{X}(0)=$ $\delta_{i}$,

$$
\mathbb{E} W_{\lambda, i}=Q_{\lambda, 0} \mathbb{E} \widetilde{W}_{\lambda}=Q_{\lambda, 0} \mathbb{E} P_{\lambda} \mathcal{Y}(0)=Q_{\lambda, 0} P_{\lambda} \delta_{i}
$$

The existence of higher moments follows from Lemma 10.2.
(ii): Let, as in the proof of Lemma 9.6, $\tau$ be the time of the first death and $\widehat{\mathcal{X}}(t):=\mathcal{X}(\tau+t)$ with the corresponding limit $\widehat{W}_{\lambda}$. Then $W_{\lambda}=e^{-\lambda \tau} \widehat{W}_{\lambda}$ a.s. Since $\widehat{\mathcal{X}}(0)=\mathcal{X}(\tau)=\xi_{i}+\delta_{i}$, and different balls give rise to independent families, $\widehat{W}_{\lambda}$ can be represented as the double sum in (3.5). Moreover, $\tau$ and $\widehat{W}_{\lambda}$ are independent, and (3.5) follows (for all $\lambda \in \Lambda_{I I I}$ ) with $T=e^{-a_{i} \tau}$.
(iii): We use the $\mathrm{d}_{2}$-metric for distributions defined by

$$
\mathrm{d}_{2}(\mu, \nu):=\inf \left\{\|X-Y\|_{2}: \mathcal{L}(X)=\mu, \mathcal{L}(Y)=\nu\right\}
$$

see further e.g. [52]. If $W_{\lambda, i}^{\prime}$ is another set of variables satisfying (3.5), with the same means and finite variances, let $d_{i}:=\mathrm{d}_{2}\left(W_{\lambda, i}, W_{\lambda, i}^{\prime}\right)$. We may couple
the variables such that $\left\|W_{\lambda, j}^{(\nu)}-W_{\lambda, j}^{(\nu)}\right\|_{2}=d_{j}$. Then

$$
\begin{aligned}
d_{i}^{2} & \leq\left\|T^{\lambda / a_{i}} \sum_{j=1}^{q} \sum_{\nu=1}^{\xi_{i j}+\delta_{i j}}\left(W_{\lambda, j}^{(\nu)}-W_{\lambda, j}^{\prime(\nu)}\right)\right\|_{2}^{2}=\mathbb{E}\left|T^{2 \lambda / a_{i}}\right| \mathbb{E} \sum_{j=1}^{q} \sum_{\nu=1}^{\xi_{i j}+\delta_{i j}} d_{j}^{2} \\
& =\frac{1}{1+2 \operatorname{Re} \lambda / a_{i}}\left(\sum_{j=1}^{q} \mathbb{E} \xi_{i j} d_{j}^{2}+d_{i}^{2}\right) .
\end{aligned}
$$

Letting d be the vector $\left(d_{i}^{2}\right)_{1}^{q}$, we thus have

$$
\begin{equation*}
\left(a_{i}+2 \operatorname{Re} \lambda\right) d_{i}^{2} \leq \sum_{j=1}^{q} a_{i} \mathbb{E} \xi_{i j} d_{j}^{2}+a_{i} d_{i}^{2}=(\mathbf{d} A)_{i}+a_{i} d_{i}^{2} \tag{10.4}
\end{equation*}
$$

so $(2 \operatorname{Re} \lambda) \mathbf{d} \leq \mathbf{d} A$ componentwise and thus $(2 \operatorname{Re} \lambda) \mathbf{d} \cdot v_{1} \leq \mathbf{d} A v_{1}=\lambda_{1} \mathbf{d} \cdot v_{1}$. Since $\mathbf{d} \geq 0$ and $2 \operatorname{Re} \lambda>\lambda_{1}$, this is impossible unless $\mathbf{d}=0$, i.e. $W_{\lambda, i} \stackrel{d}{=} W_{\lambda, i}^{\prime}$ for each $i$.

The same argument works for the joint distributions for $\lambda \in \Lambda_{I I I}$ with minor modifications (in (10.4) we use $\min _{\Lambda_{I I I}} 2 \operatorname{Re} \lambda$ ); we omit the details.
(iv): For every integer $m \geq 1, m \mathcal{X}(t)$ is a continuous time branching process with activities $a_{i} / m$ and addition vectors $m \xi_{i}$, and initial value $m \mathcal{X}(0)$. This can be seen as the sum of $m$ independent branching processes with the same data and initial values $\mathcal{X}(0)$. Dividing by $m$, we see that, for every $t \geq 0, \mathcal{X}(t)$ is the sum of $m$ i.i.d. random vectors. Since $m$ is arbitrary, this means that $\mathcal{X}(t)$ is infinitely divisible, and so is the projection $P_{\lambda} \mathcal{X}(t)$ and its limit $W_{\lambda}$.

Alternatively, (3.5) can be written $W_{\lambda, i} \stackrel{\text { d }}{=} T^{\lambda / a_{i}}\left(W_{\lambda, \xi_{i}}+W_{\lambda, i}\right)$, with $T$, $W_{\lambda, \xi_{i}}$ and $W_{\lambda, i}$ independent. Writing $T=e^{-a_{i} \eta_{1}}$, with $\eta_{1} \in \operatorname{Exp}\left(1 / a_{i}\right)$, it follows by iterating this formula that

$$
W_{\lambda, i} \stackrel{\mathrm{~d}}{=} \sum_{k=1}^{\infty} e^{-\lambda \eta_{k}} W_{\lambda, \xi_{i}}^{(k)},
$$

where $\left\{\eta_{k}\right\}$ is a Poisson process on $(0, \infty)$ with intensity $a_{i}$, independent of $\left\{W_{\lambda, \xi_{i}}^{(k)}\right\}$ which are independent copies of $W_{\lambda, \xi_{i}}$. This implies that $W_{\lambda, i}$ is infinitely divisible with the given representation of the Lévy measure.

Proof of Theorem 3.10. Since $\lambda$ is a simple eigenvalue, $E_{\lambda}$ is spanned by $v_{\lambda}$, which implies $W_{\lambda, i}=Z_{i} v_{\lambda}$ with $Z_{i}=u_{\lambda} \cdot W_{\lambda, i}$. Theorem 3.9 yields

$$
\mathbb{E} Z_{i}=u_{\lambda} \cdot \mathbb{E} W_{\lambda, i}=u_{\lambda} \cdot P_{\lambda} \delta_{i}=u_{\lambda} \cdot \delta_{i}=u_{\lambda i},
$$

i.e. (3.6).

We further have, by (3.5), $Z_{i}=T^{\lambda / a_{i}} S$, with $S=\sum_{j=1}^{q} \sum_{\nu=1}^{\xi_{i j}+\delta_{i j}} Z_{j}^{(\nu)}$. We have the orthogonal decomposition

$$
S=\left(S-\mathbb{E}\left(S \mid \xi_{i}\right)\right)+\left(\mathbb{E}\left(S \mid \xi_{i}\right)-\mathbb{E} S\right)+\mathbb{E} S
$$

with, using (3.6),

$$
\mathbb{E}\left(S \mid \xi_{i}\right)=\sum_{j=1}^{q} \xi_{i j} m_{j}+m_{i}=u_{\lambda} \cdot \xi_{i}+m_{i}
$$

and

$$
\begin{aligned}
\mathbb{E} S & =\sum_{j=1}^{q} \mathbb{E} \xi_{i j} m_{j}+m_{i}=a_{i}^{-1} \sum_{j=1}^{q} u_{\lambda j} A_{j i}+m_{i}=a_{i}^{-1}\left(u_{\lambda j} A\right)_{i}+m_{i} \\
& =\left(a_{i}^{-1} \lambda+1\right) m_{i} .
\end{aligned}
$$

Thus, writing $\operatorname{Var} Z=\mathbb{E} Z^{2}-(\mathbb{E} Z)^{2}$ also for complex variables, we have the analysis of variance

$$
\begin{aligned}
\mathbb{E} S^{2} & =\mathbb{E}\left(S-\mathbb{E}\left(S \mid \xi_{i}\right)\right)^{2}+\operatorname{Var}\left(\mathbb{E}\left(S \mid \xi_{i}\right)\right)+(\mathbb{E} S)^{2} \\
& =\mathbb{E} \sum_{j=1}^{q}\left(\xi_{i j}+\delta_{i j}\right) \sigma_{j}^{2}+\operatorname{Var}\left(u_{\lambda} \cdot \xi_{i}\right)+\left(\lambda / a_{i}+1\right)^{2} m_{i}^{2}
\end{aligned}
$$

Further,

$$
\mathbb{E} Z_{i}^{2}=\mathbb{E} T^{2 \lambda / a_{i}} S^{2}=\left(1+2 \lambda / a_{i}\right)^{-1} \mathbb{E} S^{2}
$$

and thus

$$
\begin{aligned}
\left(a_{i}+2 \lambda\right)\left(\sigma_{i}^{2}+\right. & \left.m_{i}^{2}\right)=\left(a_{i}+2 \lambda\right) \mathbb{E} Z_{i}^{2}=a_{i} \mathbb{E} S^{2} \\
& =\sum_{j=1}^{q}\left(A_{j i}+a_{i} \delta_{i j}\right) \sigma_{j}^{2}+a_{i} \operatorname{Var}\left(u_{\lambda} \cdot \xi_{i}\right)+a_{i}\left(\lambda / a_{i}+1\right)^{2} m_{i}^{2}
\end{aligned}
$$

A rearrangement yields (3.7), and (3.8) is proved similarly.

## 11. Remaining proofs

Proof of Lemma 3.14. By Lemma 9.8,

$$
\begin{equation*}
e^{-\lambda_{1} t} b \cdot \mathcal{X}(t) \xrightarrow{\text { a.s. }}\left(b \cdot v_{1}\right) W \quad \text { as } t \rightarrow \infty, \tag{11.1}
\end{equation*}
$$

which shows that $b \cdot \mathcal{X}(t) \rightarrow \infty$ a.s. when $W>0$. The remaining properties are immediate, observing that $\sup _{t \leq T} b \cdot \mathcal{X}(t)<\infty$ for every finite $T$.

The next lemma extends a result by Athreya and Karlin [7], [9, Theorem V.7.3].

Lemma 11.1. Assume $b \cdot v_{1}>0$. As $z \rightarrow \infty$, (with $\left.\ln 0=-\infty\right)$

$$
\tau_{b}(z)-\frac{1}{\lambda_{1}} \ln z \xrightarrow{\text { a.s. }}-\frac{1}{\lambda_{1}}\left(\ln W+\ln \left(b \cdot v_{1}\right)\right) .
$$

Proof. Let $\mathcal{E}$ be the event $b \cdot \mathcal{X}(t) \rightarrow \infty$. On $\mathcal{E}, \tau_{b}(z)<\infty$ for all $z$ and $\tau_{b}(z) \rightarrow \infty$ as $z \rightarrow \infty$. Hence (11.1) implies that, a.s. on $\mathcal{E}$,

$$
\begin{equation*}
e^{-\lambda_{1} \tau_{b}(z)} b \cdot \mathcal{X}\left(\tau_{b}(z)\right) \rightarrow\left(b \cdot v_{1}\right) W \quad \text { as } z \rightarrow \infty \tag{11.2}
\end{equation*}
$$

By the right-continuity of $\mathcal{X}(t), b \cdot \mathcal{X}\left(\tau_{b}(z)\right) \geq z$. On the other hand, if $\varepsilon(z)=1 / z$, say, and $z$ is so large that $\tau_{b}(z)>\varepsilon(z)$, then $b \cdot \mathcal{X}\left(\tau_{b}(z)-\varepsilon(z)\right)<$ $z$, and, again by (11.1),

$$
\begin{equation*}
e^{-\lambda_{1} \tau_{b}(z)} b \cdot \mathcal{X}\left(\tau_{b}(z)-\varepsilon(z)\right) \rightarrow\left(b \cdot v_{1}\right) W \quad \text { as } z \rightarrow \infty \tag{11.3}
\end{equation*}
$$

Combining (11.2) and (11.3) we find that, a.s. on $\mathcal{E}$,

$$
\begin{equation*}
e^{-\lambda_{1} \tau_{b}(z)} z \rightarrow\left(b \cdot v_{1}\right) W \quad \text { as } z \rightarrow \infty \tag{11.4}
\end{equation*}
$$

On the complement of $\mathcal{E}, W=0$ a.s. by Lemma 3.14 and $\tau_{b}(z)=\infty$ for large $z$; hence (11.4) holds trivially. In other words, (11.4) holds a.s. Taking logarithms, we obtain the lemma.
Lemma 11.2. $A s t \rightarrow \infty, e^{-\lambda_{1} t / 2} \sup _{s \leq t}|\Delta \mathcal{X}(s)| \xrightarrow{\text { a.s. }} 0$.
Proof. Let $\Delta^{*} \mathcal{X}(t):=\sup _{s \leq t}|\Delta \mathcal{X}(s)|$ and let $M>0$. Define

$$
\begin{equation*}
Z(t):=\sum_{i=1}^{q} \sum_{k: \tau_{i k} \leq t} \mathbf{1}\left[\left|\Delta \mathcal{X}\left(\tau_{i k}\right)\right|>M\right] \tag{11.5}
\end{equation*}
$$

the number of jumps larger than $M$ until time $t$. Clearly,

$$
\mathbb{P}\left(\Delta^{*} \mathcal{X}(t)>M\right)=\mathbb{P}(Z(t) \geq 1) \leq \mathbb{E} Z(t)
$$

Moreover, applying Lemma 9.3 with $f_{1}(s)=f_{2}(s)=1$ and $g(x)=\mathbf{1}[|x|>$ $M]$ to the inner sum in (11.5) and using (9.11),

$$
\mathbb{E} Z(t)=\sum_{i=1}^{q} \int_{0}^{t} \mathbb{P}\left(\left|\xi_{i}\right|>M\right) a_{i} \mathbb{E} \mathcal{X}_{i}(s) d s=\sum_{i=1}^{q} \mathbb{P}\left(\left|\xi_{i}\right|>M\right) \cdot O\left(e^{\lambda_{1} t}\right)
$$

Now let $\varepsilon>0$ and let $\mathcal{E}_{n}$ be the event $\sup _{t \in[n, n+1]} e^{-\lambda_{1} t / 2} \Delta^{*} \mathcal{X}(t)>\varepsilon$. Then, taking $M=\varepsilon e^{\lambda_{1} n / 2}$,

$$
\begin{aligned}
\mathbb{P}\left(\mathcal{E}_{n}\right) & \leq \mathbb{P}\left(\Delta^{*} \mathcal{X}(n+1)>M\right) \leq \mathbb{E} Z(n+1) \leq C \sum_{i=1}^{q} \mathbb{P}\left(\left|\xi_{i}\right|>M\right) e^{\lambda_{1}(n+1)} \\
& =C \sum_{i=1}^{q} \mathbb{P}\left(\varepsilon^{-2}\left|\xi_{i}\right|^{2}>e^{\lambda_{1} n}\right) e^{\lambda_{1}(n+1)}
\end{aligned}
$$

Summing over $n$ we find

$$
\sum_{n} \mathbb{P}\left(\mathcal{E}_{n}\right) \leq C_{1} \sum_{i=1}^{q} \mathbb{E} \sum_{n} e^{\lambda_{1}(n+1)} \mathbf{1}\left[e^{\lambda_{1} n}<\varepsilon^{-2}\left|\xi_{i}\right|^{2}\right] \leq C_{2} \sum_{i=1}^{q} \mathbb{E} \varepsilon^{-2}\left|\xi_{i}\right|^{2}<\infty
$$

and the Borelli-Cantelli lemma completes the proof.
Lemma 11.3. Conditioned on $W>0, z^{-1 / 2} \sup _{s \leq \tau_{b}(z)}|\Delta \mathcal{X}(s)| \xrightarrow{\text { a.s. }} 0$ as $z \rightarrow \infty$.

Proof. Conditioned on $W>0$, we have $\tau_{b}(z) \xrightarrow{\text { a.s. }} \infty$ by Lemma 3.14 and thus $e^{-\lambda_{1} \tau_{b}(z) / 2} \sup _{s \leq \tau_{b}(z)}|\Delta \mathcal{X}(s)| \xrightarrow{\text { a.s. }} 0$ by Lemma 11.2. Moreover, by Lemma 11.1 (or (11.4)), $z^{-1 / 2} e^{\lambda_{1} \tau_{b}(z) / 2} \xrightarrow{\text { a.s. }}\left(b \cdot v_{1}\right)^{-1 / 2} W^{-1 / 2}$, and the result follows by multiplication.

Proof of Theorem 3.15. We condition on $W>0$, which by Lemma 9.7 is the same as essential non-extinction, and let $z \rightarrow \infty$.

First, $\tau_{b}(z) \rightarrow \infty$ and thus by Lemma $9.8 e^{-\lambda_{1} \tau_{b}(z)} \mathcal{X}\left(\tau_{b}(z)\right) \xrightarrow{\text { a.s. }} W v_{1}$. Dividing by (11.4), we find (3.10).

Secondly, let $t=\lambda_{1}^{-1} \ln z$ and $x=\tau_{b}(z)-t$. Then $t \rightarrow \infty$ and, by Lemma 11.1, $x \rightarrow x_{0}:=-\lambda_{1}^{-1}\left(\ln W+\ln \left(b \cdot v_{1}\right)\right)$ a.s. Thus Theorem 3.1(i) yields

$$
e^{-\lambda_{1} t / 2} P_{I} \mathcal{X}(t+x) \xrightarrow{\mathrm{d}} e^{\lambda_{1} x_{0} / 2} W^{1 / 2} U_{I}\left(x_{0}\right)=\left(b \cdot v_{1}\right)^{-1 / 2} U_{I}\left(x_{0}\right) .
$$

Here $x_{0}$ is random, but $U_{I}$ is a stationary process independent of $W$ and thus of $x_{0}$, and thus $U_{I}\left(x_{0}\right) \stackrel{\mathrm{d}}{=} U_{I}(0)$. Hence (i) follows with $V_{I}=U_{I}(0)$.

Next, let $t=\lambda_{1}^{-1} \ln z$ and $x=\tau_{b}(z) / t$. Thus Lemma 11.1 yields $x t-t \rightarrow$ $-\lambda_{1}^{-1}\left(\ln W+\ln \left(b \cdot v_{1}\right)\right)$ and $x \rightarrow 1$ a.s. Hence Theorem 3.1(ii) implies for $\lambda \in \Lambda_{I I}$, and thus $\operatorname{Re} \lambda=\lambda_{1} / 2$,

$$
\begin{equation*}
t^{-(k+1 / 2)} e^{-\lambda_{1} t / 2-\mathrm{i} \operatorname{Im} \lambda x t} Q_{\lambda, k} P_{\lambda} \mathcal{X}\left(\tau_{b}(z)\right) \xrightarrow{\mathrm{d}}\left(b \cdot v_{1}\right)^{-1 / 2} U_{\lambda, k}(1) . \tag{11.6}
\end{equation*}
$$

If $\lambda=\lambda_{1} / 2$, (11.6) yields the limit in (ii) with $V_{\lambda, k}=\lambda_{1}^{-k-1 / 2} U_{\lambda, k}(1)$. If $\operatorname{Im} \lambda \neq 0$, we have a further factor $e^{-\mathrm{i} \operatorname{Im} \lambda x t}$ of modulus 1 on the left-hand side of (11.6). In this case, however, the distribution of $U_{\lambda, k}(1)$ is symmetric complex Gaussian (Remark 3.6), and it follows that (ii) follows in this case too. (Consider subsequences where $e^{-i \operatorname{Im} \lambda t}$ converges.)

Similarly, (iii) follows from Theorem 3.1(iii), with $\check{W}_{\lambda}:=W^{-\lambda / \lambda_{1}} W_{\lambda}$.
Next, $\left|b \cdot \mathcal{X}\left(\tau_{b}(z)\right)-z\right| \leq|b|\left|\Delta \mathcal{X}\left(\tau_{b}(z)\right)\right|$ and thus $z^{-1 / 2}\left(b \cdot \mathcal{X}\left(\tau_{b}(z)\right)-z\right) \xrightarrow{\text { a.s. }}$ 0 by Lemma 11.3. We multiply this by $\left(b \cdot v_{1}\right)^{-1} v_{1}$, which yields (iv) if we write $\mathcal{X}=\sum_{\lambda} P_{\lambda} \mathcal{X}$ and observe that for every $v \in \operatorname{Im} P_{\lambda_{1}}=E_{\lambda_{1}}$, $\left(b \cdot v / b \cdot v_{1}\right) v_{1}=v .(\mathrm{v})$ is a consequence of (iv) and $\mathcal{X}=\sum_{\lambda} P_{\lambda} \mathcal{X}$.

The result for urn processes follows by the embedding argument by Athreya and Karlin [8] discussed in the introduction.

Proof of Corollary 3.16. By assumption, $\Lambda=\Lambda_{I} \cup\left\{\lambda_{1}\right\}$. Hence Theorem $3.15(\mathrm{v})$ yields, with some $R(z) \xrightarrow{\text { a.s. }} 0$,

$$
z^{-1 / 2}\left(\mathcal{X}\left(\tau_{b}(z)\right)-\frac{z}{b \cdot v_{1}} v_{1}\right)=z^{-1 / 2}\left(I-\frac{v_{1} b^{\prime}}{b \cdot v_{1}}\right) P_{I} \mathcal{X}\left(\tau_{b}(z)\right)+R(z)
$$

Theorem 3.15(i) shows that this converges to the Gaussian limit

$$
\left(b \cdot v_{1}\right)^{-1 / 2}\left(I-\frac{v_{1} b^{\prime}}{b \cdot v_{1}}\right) V_{I}
$$

with the covariance matrix (3.13), by (3.11) and (2.15); note that $(I-(b$. $\left.\left.v_{1}\right)^{-1} v_{1} b^{\prime}\right) P_{I}=I-\left(b \cdot v_{1}\right)^{-1} v_{1} b^{\prime}$ because $P_{I}=I-P_{\lambda_{1}}=I-v_{1} u_{1}^{\prime}$ and $\left(I-\left(b \cdot v_{1}\right)^{-1} v_{1} b^{\prime}\right) v_{1}=0$.

Proof of Corollary 3.17. This is similar to the proof of the preceding corollary; we now use Theorem 3.15(v), (i) and (ii), and find the Gaussian limit

$$
\left(b \cdot v_{1}\right)^{-1 / 2}\left(I-\frac{v_{1} b^{\prime}}{b \cdot v_{1}}\right) \sum_{\lambda \in \Lambda_{I I}} V_{\lambda, d}
$$

(where $V_{\lambda, d}=0$ when $d_{\lambda}<d$ ), which yields (3.14) by (3.12) and (2.17).
Proof of Corollary 3.18. By Theorem 3.15(v),

$$
Y_{b}(z)-\left(I-\frac{v_{1} b^{\prime}}{b \cdot v_{1}}\right) \sum_{\lambda \neq \lambda_{1}}(\ln z)^{-d} z^{-\operatorname{Re} \lambda_{2} / \lambda_{1}} P_{\lambda} \mathcal{X}\left(\tau_{b}(z)\right) \xrightarrow{\text { a.s. }} 0
$$

By Theorem 3.15(i), (ii) and (iii) (with $k=d_{\lambda}$ ), the terms in the sum with $\lambda \notin \tilde{\Lambda}_{I I I}^{\prime}:=\left\{\lambda: \operatorname{Re} \lambda=\operatorname{Re} \lambda_{2}, d_{\lambda}=d\right\}$ tend to 0 in probability; this can be improved to almost surely for $\lambda \in \Lambda_{I I I}$ by Theorem 3.15 (iii) and for $\lambda \in \Lambda_{I} \cup \Lambda_{I I}$ by the argument in the proof of Lemma 9.8; we omit the details. Moreover, for $\lambda \in \tilde{\Lambda}_{I I I}^{\prime}$, Theorem 3.15(iii) implies

$$
(\ln z)^{-d} z^{-\operatorname{Re} \lambda_{2} / \lambda_{1}} P_{\lambda} \mathcal{X}\left(\tau_{b}(z)\right)-z^{\mathrm{I} \operatorname{Im} \lambda / \lambda_{1}}\left(b \cdot v_{1}\right)^{-\lambda / \lambda_{1}} \frac{1}{d!} \lambda_{1}^{-d} N_{\lambda}^{d} \check{W}_{\lambda} \xrightarrow{\text { a.s. }} 0 .
$$

Hence,

$$
Y_{b}(z)-\sum_{\lambda \in \tilde{\Lambda}_{I I I}^{\prime}} z^{\mathrm{i} \operatorname{Im} \lambda / \lambda_{1}} \widetilde{W}_{b, \lambda} \xrightarrow{\text { a.s. }} 0
$$

where $\widetilde{W}_{b, \lambda}:=\left(I-\frac{v_{1} b^{\prime}}{b \cdot v_{1}}\right)\left(b \cdot v_{1}\right)^{-\lambda / \lambda_{1}} \frac{1}{d!} \lambda_{1}^{-d} N_{\lambda}^{d} \check{W}_{\lambda}$, and (3.15) follows with $W_{b, \lambda}=\widetilde{W}_{b, \lambda}$ when $\operatorname{Im} \lambda=0$ and $W_{b, \lambda}=2 \widetilde{W}_{b, \lambda}$ when $\operatorname{Im} \lambda>0$. Tightness follows, as does (3.16) in the special case when $\Lambda_{I I I}=\left\{\lambda_{2}\right\}$ with $\lambda_{2}$ real.

Proof of Theorem 3.21. As said in Section 3, we change the rules and add an additional dummy ball of a new type $q+1$ whenever a ball splits; dummy balls have $a_{q+1}=0$ and $\xi_{q+1}=0$ and thus never split. This does not affect the process of the balls of types $1, \ldots, q$, but adds a count of the number of splits. Note that (A1)-(A6) hold for the modified process too. (However, it is not irreducible even if the original process is; this is our main reason for not assuming irreducibility in this paper.)

We write $\sim$ over the symbols to denote the modified process and various quantities defined for it. Writing vectors and matrices in block form, corresponding to a split $\mathbb{R}^{q} \times \mathbb{R}$, we see that, for $i=1, \ldots, q$,

$$
\widetilde{\xi}_{i}=\binom{\xi_{i}}{1}, \quad \widetilde{a}=\binom{a}{0}, \quad \widetilde{A}=\left(\begin{array}{cc}
A & 0 \\
a^{\prime} & 0
\end{array}\right)
$$

Consequently, the eigenvalues $\widetilde{\Lambda}=\Lambda \cup\{0\}$, in particular, $\tilde{\lambda}_{1}=\lambda_{1}$. It is easily verified that $\widetilde{A}$ has the corresponding eigenvectors

$$
\begin{equation*}
\widetilde{u}_{1}=\binom{u_{1}}{0}, \quad \widetilde{v}_{1}=\binom{v_{1}}{\lambda_{1}^{-1}} . \tag{11.7}
\end{equation*}
$$

Finally, we choose $b=\binom{0}{1}$, which means that $\tau_{b}(n)$ is the first time we have $n$ dummy balls, i.e. the $n$ :th split time $\tau_{n}$, and thus $\widetilde{X}_{n}=\widetilde{\mathcal{X}}\left(\tau_{b}(n)\right)$. By (11.7), we have $b \cdot \widetilde{v}_{1}=\lambda_{1}^{-1}$.

We may now apply Theorem 3.15 to $\widetilde{X}_{n}=\widetilde{\mathcal{X}}\left(\tau_{b}(n)\right)$, and the result follows from (3.10).

Lemma 11.4. (i) We have $\psi(s, A) v_{1}=v_{1}$.
(ii) For $s \geq 1$ and $\lambda \in \Lambda$,

$$
\psi(s, A) P_{\lambda}= \begin{cases}P_{\lambda_{1}}, & \lambda=\lambda_{1} \\ s^{d_{\lambda}} \\ d_{\lambda}! \\ O\left(s^{\lambda_{\lambda}+1}\right. \\ O\left(I-\lambda^{-1} \lambda_{1} v_{1} a^{\prime}\right) N_{\lambda}^{d_{\lambda}} P_{\lambda}+O\left(s^{d_{\lambda}-1} e^{\lambda s}\right), & 0<\operatorname{Re} \lambda<\lambda_{1}, \\ & \operatorname{Re} \lambda \leq 0\end{cases}
$$

Proof. By (3.17) and (3.18),

$$
\phi(s, A) v_{1}=\int_{0}^{s} e^{t A} v_{1} d t=\int_{0}^{s} e^{t \lambda_{1}} v_{1} d t=\lambda_{1}^{-1}\left(e^{s \lambda_{1}}-1\right) v_{1}
$$

and thus

$$
\psi(s, A) v_{1}=e^{s \lambda_{1}} v_{1}-\lambda_{1} v_{1} a^{\prime} \lambda_{1}^{-1}\left(e^{s \lambda_{1}}-1\right) v_{1}=e^{s \lambda_{1}} v_{1}-v_{1}\left(e^{s \lambda_{1}}-1\right)=v_{1} .
$$

Hence, (2.7) implies $\psi(s, A) P_{\lambda_{1}}=P_{\lambda_{1}}$.
Similarly, by (2.8), when $\operatorname{Re} \lambda>0$ and $s \geq 1$,

$$
\begin{align*}
\phi(s, A) P_{\lambda} & =\int_{0}^{s} e^{t A} P_{\lambda} d t=\sum_{j=0}^{d_{\lambda}} \frac{N_{\lambda}^{j}}{j!} P_{\lambda} \int_{0}^{s} t^{j} e^{\lambda t} d t  \tag{11.8}\\
& =\left(d_{\lambda}!\right)^{-1} \lambda^{-1} s^{d_{\lambda}} e^{\lambda s} N_{\lambda}^{d_{\lambda}} P_{\lambda}+O\left(s^{d_{\lambda}-1} e^{\lambda s}\right) .
\end{align*}
$$

For $\operatorname{Re} \lambda \leq 0$, the same argument yields $\phi(s, A) P_{\lambda}=O\left(s^{d_{\lambda}+1}\right)$. The result follows from this, (3.18) and (2.8).

Proof of Theorem 3.22. We continue the argument from the proof of Theorem 3.21. We have, see (2.13) and (2.14), for $i=1, \ldots, q$,

$$
\widetilde{B}_{i}=\mathbb{E}\binom{\xi_{i}}{1}\left(\begin{array}{ll}
\xi_{i}^{\prime} & 1
\end{array}\right)=\mathbb{E}\left(\begin{array}{cc}
\xi_{i} \xi_{i}^{\prime} & \xi_{i} \\
\xi_{i}^{\prime} & 1
\end{array}\right)=\left(\begin{array}{cc}
B_{i} & \mathbb{E} \xi_{i} \\
\mathbb{E} \xi_{i}^{\prime} & 1
\end{array}\right),
$$

and thus, using (2.14), (2.18) and $a \cdot v=1$,

$$
\widetilde{B}=\sum_{i=1}^{q+1} \widetilde{v}_{1 i} \widetilde{a}_{i} \widetilde{B}_{i}=\sum_{i=1}^{q} v_{1 i} a_{i} \widetilde{B}_{i}=\left(\begin{array}{cc}
B & \lambda_{1} v_{1}  \tag{11.9}\\
\lambda_{1} v_{1}^{\prime} & 1
\end{array}\right) .
$$

Further, $\operatorname{Re} \tilde{\lambda}_{2}=\max \left(\operatorname{Re} \lambda_{2}, 0\right)<\frac{1}{2} \tilde{\lambda}_{1}$, so we may apply Corollary 3.16 to $\widetilde{X}_{n}=\widetilde{\mathcal{X}}\left(\tau_{b}(n)\right)$, obtaining a Gaussian limit $\widetilde{V}_{b}$. Ignoring the dummy balls, we obtain $n^{-1 / 2}\left(X_{n}-\lambda_{1} n v_{1}\right) \xrightarrow{\text { d }} V$, with $V=(I, 0) \tilde{V}_{b}$.

The covariance matrix of $\widetilde{V}_{b}$ is given by (3.13), with $\sim$ added everywhere. We have, by induction,

$$
\widetilde{A}^{n}=\left(\begin{array}{cc}
A^{n} & 0 \\
a^{\prime} A^{n-1} & 0
\end{array}\right), \quad n \geq 1
$$

and thus

$$
e^{s \widetilde{A}}=\sum_{n=0}^{\infty} \frac{s^{n}}{n!} \widetilde{A}^{n}=\left(\begin{array}{cc}
e^{s A} & 0  \tag{11.10}\\
a^{\prime} \phi(s, A) & 1
\end{array}\right)
$$

Hence

$$
\begin{align*}
\left(I-\frac{\widetilde{v}_{1} b^{\prime}}{b \cdot \widetilde{v}_{1}}\right) e^{s \tilde{A}} & =\left(\left(\begin{array}{cc}
I & 0 \\
0 & 1
\end{array}\right)-\lambda_{1}\binom{v_{1}}{\lambda_{1}^{-1}}\left(\begin{array}{ll}
0 & 1
\end{array}\right)\right) e^{s \tilde{A}} \\
& =\left(\begin{array}{cc}
I & -\lambda_{1} v_{1} \\
0 & 0
\end{array}\right)\left(\begin{array}{cc}
e^{s A} & 0 \\
a^{\prime} \phi(s, A) & 1
\end{array}\right)  \tag{11.11}\\
& =\left(\begin{array}{cc}
\psi(s, A) & -\lambda_{1} v_{1} \\
0 & 0
\end{array}\right) .
\end{align*}
$$

and thus, from (3.13), (11.9) and Lemma 11.4(i),

$$
\begin{aligned}
\mathbb{E} V V^{\prime}= & \lambda_{1} \int_{0}^{\infty}\left(\psi(s, A), \quad-\lambda_{1} v_{1}\right) \widetilde{B}(\psi(s, A), \\
= & \left.-\lambda_{1} v_{1}\right)^{\prime} e^{-\lambda_{1} s} d s \\
= & \lambda_{1} \int_{0}^{\infty}\left(\psi(s, A) B \psi(s, A)^{\prime}-\lambda_{1}^{2} v_{1} v_{1}^{\prime} \psi(s, A)^{\prime}-\lambda_{1}^{2} \psi(s, A) v_{1} v_{1}^{\prime}\right. \\
& \left.+\lambda_{1}^{2} v_{1} v_{1}^{\prime}\right) e^{-\lambda_{1} s} d s \\
= & \lambda_{1} \int_{0}^{\infty}\left(\psi(s, A) B \psi(s, A)^{\prime}-\lambda_{1}^{2} v_{1} v_{1}^{\prime}\right) e^{-\lambda_{1} s} d s
\end{aligned}
$$

which yields (3.19).
We need another lemma, which expresses the covariance matrix in (3.14) as a limit of the integral in (3.13) over finite intervals, suitably renormalized.

Lemma 11.5. If $\operatorname{Re} \lambda_{2}=\lambda_{1} / 2$ and $d:=\max \left\{d_{\lambda}: \operatorname{Re} \lambda=\lambda_{1} / 2\right\}$, then, as $t \rightarrow \infty$,

$$
\begin{equation*}
t^{-2 d-1} \int_{0}^{t}\left(I-P_{\lambda_{1}}\right) e^{s A} B e^{s A^{\prime}}\left(I-P_{\lambda_{1}}^{\prime}\right) e^{-\lambda_{1} s} d s \rightarrow \Sigma_{I I, d} \tag{11.12}
\end{equation*}
$$

and thus, for any $b$ with $b \cdot v_{1} \neq 0$,

$$
\begin{align*}
t^{-2 d-1} \int_{0}^{t}\left(I-\frac{v_{1} b^{\prime}}{b \cdot v_{1}}\right) e^{s A} B e^{s A^{\prime}} & \left(I-\frac{b v_{1}^{\prime}}{b \cdot v_{1}}\right) e^{-\lambda_{1} s} d s \\
& \rightarrow\left(I-\frac{v_{1} b^{\prime}}{b \cdot v_{1}}\right) \Sigma_{I I, d}\left(I-\frac{b v_{1}^{\prime}}{b \cdot v_{1}}\right) \tag{11.13}
\end{align*}
$$

Proof. The left-hand side of (11.12) equals

$$
\begin{aligned}
& \sum_{\lambda, \mu \neq \lambda_{1}} t^{-2 d-1} \int_{0}^{t} P_{\lambda} e^{s \lambda+s N_{\lambda}} B e^{s \mu+s N_{\mu}^{\prime}} P_{\mu}^{\prime} e^{-\lambda_{1} s} d s \\
&=\sum_{\lambda, \mu \neq \lambda_{1}} t^{-2 d-1} \sum_{k=0}^{d} \sum_{l=0}^{d} \int_{0}^{t} \frac{s^{k+l}}{k!l!} e^{\left(\lambda+\mu-\lambda_{1}\right) s} d s P_{\lambda} N_{\lambda}^{k} B\left(N_{\mu}^{\prime}\right)^{l} P_{\mu}^{\prime}
\end{aligned}
$$

Here $\operatorname{Re} \lambda, \operatorname{Re} \mu \leq \lambda_{1} / 2$. For such $\lambda$ and $\mu$, the integral is $O\left(t^{2 d}\right)$ unless $\operatorname{Re} \lambda=\lambda_{1} / 2, \mu=\bar{\lambda}$ and $k=l=d$, cf. the argument after (9.46). In the remaining case, the integral is $(2 d+1)^{-1} d!^{-2} t^{2 d+1}$, and (11.12) follows.

Multiplying (11.12) to the left by $\left(I-\left(b \cdot v_{1}\right)^{-1} v_{1} b^{\prime}\right)$ and to the right by the transpose, we obtain (11.13) because $\left(I-\left(b \cdot v_{1}\right)^{-1} v_{1} b^{\prime}\right) P_{\lambda_{1}}=0$.

Proof of Theorem 3.23. We argue as in the proof of Theorem 3.22, now applying Corollary 3.17. We have $\operatorname{Re} \tilde{\lambda}_{2}=\operatorname{Re} \lambda_{2}=\frac{1}{2} \tilde{\lambda}_{1}$. Moreover, it follows from (2.9) that $\left|e^{s A}\left(I-P_{\lambda_{1}}\right)\right|$ grows as $s^{d} e^{\operatorname{Re} \lambda_{2} s}$ as $s \rightarrow \infty$; it follows easily from (11.10) and (3.17) that $\left|e^{s \widetilde{A}}\left(I-\tilde{P}_{\lambda_{1}}\right)\right|$ grows at the same rate, and thus $\tilde{d}=d$.

Hence, it follows from Corollary 3.17 that $\left(n \ln ^{2 d+1} n\right)^{-1 / 2}\left(X_{n}-n \lambda_{1} v_{1}\right) \xrightarrow{\mathrm{d}}$ $V:=(I, 0) \widetilde{V}_{b}$, where $\widetilde{V}_{b}$ is Gaussian and, by (3.14) and Lemma 11.5,

$$
\begin{align*}
\mathbb{E} \widetilde{V}_{b} \widetilde{V}_{b}^{\prime} & =\lambda_{1}^{-2 d}\left(I-\frac{\widetilde{v}_{1} b^{\prime}}{b \cdot \widetilde{v}_{1}}\right) \tilde{\Sigma}_{I I, d}\left(I-\frac{b \widetilde{v}_{1}^{\prime}}{b \cdot \widetilde{v}_{1}}\right) \\
& =\lambda_{1}^{-2 d} \lim _{t \rightarrow \infty} t^{-2 d-1} \int_{0}^{t}\left(I-\frac{\widetilde{v}_{1} b^{\prime}}{b \cdot \widetilde{v}_{1}}\right) e^{s \widetilde{A}} \widetilde{B} e^{s \widetilde{A}^{\prime}}\left(I-\frac{b \widetilde{v}_{1}^{\prime}}{b \cdot \widetilde{v}_{1}}\right) e^{-\lambda_{1} s} d s \tag{11.14}
\end{align*}
$$

This implies, using (11.11), (11.9) and Lemma 11.4(i),

$$
\begin{aligned}
\mathbb{E} V V^{\prime} & =\lambda_{1}^{-2 d} \lim _{t \rightarrow \infty} t^{-2 d-1} \int_{0}^{t}\left(\psi(s, A),-\lambda_{1} v_{1}\right) \widetilde{B}\left(\psi(s, A),-\lambda_{1} v_{1}\right)^{\prime} e^{-\lambda_{1} s} d s \\
& =\lambda_{1}^{-2 d} \lim _{t \rightarrow \infty} t^{-2 d-1} \int_{0}^{t}\left(\psi(s, A) B \psi(s, A)^{\prime}-\lambda_{1}^{2} v_{1} v_{1}^{\prime}\right) e^{-\lambda_{1} s} d s
\end{aligned}
$$

We write $\psi(s, A)=\sum_{\lambda} \psi(s, A) P_{\lambda}$ and use Lemma 11.4(ii); (3.20) follows.
For the final claim, note that

$$
T P_{\lambda} N_{\lambda}^{d}=\lambda^{-1} \lambda_{1} v_{1} a^{\prime} P_{\lambda} N_{\lambda}^{d}=\lambda^{-1} \lambda_{1} v_{1} \hat{a}^{\prime} A P_{\lambda} N_{\lambda}^{d}=T_{1} P_{\lambda} N_{\lambda}^{d}
$$

Proof of Theorem 3.24. Follows directly by applying Corollary 3.18 to $\widetilde{X}_{n}$.

Proof of Theorem 3.26. We have derived Theorem 3.24 from Theorem 3.1; however, it is now convenient to argue in the opposite direction.

Let $\mathcal{N}(t)$ be the number of splits up to time $t$ in the branching process; thus $\mathcal{X}(t)=X_{\mathcal{N}(t)}$. Since the total activity $a \cdot \mathcal{X}(t)$ increases by a fixed amount $m$ each time, the splitting times $\tau_{n}$ and thus the process $\mathcal{N}$ are
independent of the sequence $X_{n}$ and thus $Y(n)$. We have $u_{1} \cdot \mathcal{X}(t)=a \cdot \mathcal{X}(t)=$ $m \mathcal{N}(t)+a \cdot \mathcal{X}(0)$ and, by Theorem 3.24,

$$
P_{\lambda_{2}} Y(n)=P_{\lambda_{2}} \operatorname{Re}\left(n^{\mathrm{i}\left(\operatorname{Im} \lambda_{2} / \lambda_{1}\right)} \widehat{W}\right)+o(1)=c n^{\mathrm{i}\left(\operatorname{Im} \lambda_{2} / \lambda_{1}\right)} \widehat{W}+o(1)
$$

a.s. Hence,

$$
W=\lim _{t \rightarrow \infty} e^{-\lambda_{1} t} u_{1} \cdot \mathcal{X}(t)=\lim _{t \rightarrow \infty} m e^{-\lambda_{1} t} \mathcal{N}(t)
$$

is independent of $\widehat{W}$, and $W_{\lambda_{2}}$ is the a.s. limit of

$$
\begin{aligned}
e^{-\lambda_{2} t} P_{\lambda_{2}} \mathcal{X}(t) & =\left(e^{-\lambda_{1} t} \mathcal{N}(t)\right)^{\lambda_{2} / \lambda_{1}} \mathcal{N}(t)^{-\mathrm{i} \operatorname{Im} \lambda_{2} / \lambda_{1}} P_{\lambda_{2}} Y(\mathcal{N}(t)) \\
& \rightarrow(W / m)^{\lambda_{2} / \lambda_{1}} c \widehat{W} .
\end{aligned}
$$

The distribution of $W$ is given in Example 3.12; its moments are readily computed which leads to (3.21).

Proof of Theorem 3.28. We add dummy balls with $a_{i}=0, i=q+1, \ldots, 2 q$, as described in Section 3, and argue as in the proofs of Theorems 3.21-3.23. For the modified process we now have, with vectors and matrices in block form corresponding to a split $\mathbb{R}^{q} \times \mathbb{R}^{q}$,

$$
\widetilde{X}_{n}=\binom{X_{n}}{N_{n}}, \quad \widetilde{\xi}_{i}=\binom{\xi_{i}}{\delta_{i}}, \quad \widetilde{a}=\binom{a}{0}, \quad \widetilde{A}=\left(\begin{array}{cc}
A & 0 \\
D_{a} & 0
\end{array}\right),
$$

where $\left(\delta_{i}\right)_{j}=\delta_{i j}$ and $\left(D_{a}\right)_{i j}=a_{i} \delta_{i j}$. Again, the non-zero eigenvalues are the same: $\widetilde{\Lambda}=\Lambda \cup\{0\}$. $\widetilde{A}$ has the eigenvectors

$$
\widetilde{u}_{1}=\binom{u_{1}}{0}, \quad \widetilde{v}_{1}=\binom{v_{1}}{\lambda_{1}^{-1} D_{a} v_{1}} .
$$

We take $b=\binom{0}{1}$, where $\mathbf{1}=(1, \ldots, 1)^{\prime}$, and note that $b \cdot \widetilde{v}_{1}=\lambda_{1}^{-1} a \cdot v_{1}=\lambda_{1}^{-1}$. The a.s. convergence follows from (3.10) and the Gaussian limits in (i) and (ii) follow by Corollaries 3.16 and 3.17 .

For the explicit forms of the covariance matrices in (i) we use (3.13) and compute (omitting the details)

$$
\begin{align*}
e^{s \tilde{A}} & =\sum_{n=0}^{\infty} \frac{s^{n}}{n!} \widetilde{A}^{n}=\left(\begin{array}{cc}
e^{s A} & 0 \\
D_{a} \phi(s, A) & I
\end{array}\right), \\
\left(I-\frac{\widetilde{v}_{1} b^{\prime}}{b \cdot \widetilde{v}_{1}}\right) e^{s \tilde{A}} & =\left(\begin{array}{cc}
\psi(s, A) & -\lambda_{1} v_{1} \mathbf{1}^{\prime} \\
D_{a}\left(I-v_{1} a^{\prime}\right) \phi(s, A) & I-D_{a} v_{1} \mathbf{1}^{\prime}
\end{array}\right),  \tag{11.15}\\
\widetilde{B} & =\left(\begin{array}{cc}
B & A D_{v} \\
D_{v} A^{\prime} & D_{a} D_{v}
\end{array}\right) . \tag{11.16}
\end{align*}
$$

Assuming $a=1$, and thus $D_{a}=I$, the result now follows from (3.13) by simple calculations, using $D_{v} \mathbf{1}=v_{1}$ and $\phi(s, A) A=e^{s A}-I$.

For (ii), we use (3.14) and Lemma 11.5 and obtain (11.14) as in the proof of Theorem 3.23. We extract the leading terms in the integral in (11.14) using (11.15) and (11.16) together with Lemma 11.4 and (11.8), cf. the proof
of Lemma 11.5. In the case $a=\mathbf{1}$, this yields, after some calculations, with $T$ as in (3.20),

$$
\mathbb{E}\binom{V}{\widehat{V}}\left(\begin{array}{ll}
V^{\prime} & \widehat{V}^{\prime}
\end{array}\right)=\lambda_{1}^{-2 d}\binom{I-T}{\widehat{T}} \Sigma_{I I, d}\left(I-T^{\prime} \quad \widehat{T}^{\prime}\right)
$$

This yields the (co)variances. Since $A \widehat{T} P_{\lambda} N_{\lambda}^{d}=(I-T) P_{\lambda} N_{\lambda}^{d}, \lambda \in \Lambda_{I I}$, it also implies that $\mathbb{E}(V-A \widehat{V})(V-A \widehat{V})^{\prime}=0$, and thus $V=A \widehat{V}$ a.s.

Lemma 11.6. For all $t \geq 0$,

$$
\mathbb{E} \sup _{s \leq t}\left|P_{I} \mathcal{X}(s)\right|^{2} \leq C e^{\lambda_{1} t}
$$

and, if $\lambda \in \Lambda_{I I}$ and $k \geq 0$,

$$
\mathbb{E} \sup _{s \leq t}\left|Q_{\lambda, k} P_{\lambda} \mathcal{X}(s)\right|^{2} \leq C(t+1)^{2 k+1} e^{\lambda_{1} t}
$$

Proof. It follows easily from (9.18), (9.11), (2.10) and (2.11) that, for $\lambda \in \Lambda_{I}$,

$$
\mathbb{E}\left|P_{\lambda} \mathcal{X}(t)\right|^{2}=O\left(e^{\lambda_{1} t}\right)
$$

and, for $\lambda \in \Lambda_{I I}$,

$$
\mathbb{E}\left|Q_{\lambda, k} P_{\lambda} \mathcal{X}(t)\right|^{2}=O\left((t+1)^{2 k+1} e^{\lambda_{1} t}\right)
$$

For each $u, e^{A(u-t)} P_{\lambda} \mathcal{X}(t)=e^{A u} P_{\lambda} \mathcal{Y}(t)$ is a martingale, and thus by Doob's inequality

$$
\mathbb{E} \sup _{u-1 \leq s \leq u}\left|P_{\lambda} \mathcal{X}(s)\right|^{2} \leq C_{1} \mathbb{E} \sup _{u-1 \leq s \leq u}\left|e^{A(u-s)} P_{\lambda} \mathcal{X}(s)\right|^{2} \leq C_{2} \mathbb{E}\left|P_{\lambda} \mathcal{X}(u)\right|^{2}
$$

and similarly for $Q_{\lambda, k} P_{\lambda} \mathcal{X}$, and the results follows by summing over all integers $u$ less than $t+1$.

Proof of Theorem 3.29. We condition on $W>0$.
(i): Let $t=\lambda_{1}^{-1} \ln z$. By Lemma 11.1,

$$
\tau_{b}(x z)-t \rightarrow \phi(x):=\lambda_{1}^{-1}\left(\ln x-\ln W-\ln \left(b \cdot v_{1}\right)\right) \quad \text { a.s. }
$$

uniformly for $x \in K$ for any compact interval $K \subset(0, \infty)$. This together with Theorem 3.1(i) yields, in $D(0, \infty)$,

$$
e^{-\lambda_{1} t / 2} P_{I} \mathcal{X}\left(\tau_{b}(x z)\right) \xrightarrow{\mathrm{d}} W^{1 / 2} e^{\lambda_{1} \phi(x) / 2} U_{I}(\phi(x))=x^{1 / 2}\left(b \cdot v_{1}\right)^{-1 / 2} U_{I}(\phi(x)) .
$$

Since $U_{I}$ is translation invariant and independent of $W$, the processes $U_{I}(\phi(x))$ and $U_{I}(\phi(x)-\phi(1))=U_{I}\left(\lambda_{1}^{-1} \ln x\right)$ have the same distribution, and thus

$$
z^{-1 / 2} P_{I} \mathcal{X}\left(\tau_{b}(x z)\right)=e^{-\lambda_{1} t / 2} P_{I} \mathcal{X}\left(\tau_{b}(x z)\right) \xrightarrow{\mathrm{d}}\left(b \cdot v_{1}\right)^{-1 / 2} V_{I}(x) \text { in } D(0, \infty),
$$

with $V_{I}(x):=x^{1 / 2} U_{I}\left(\lambda_{1}^{-1} \ln x\right) . V_{I}$ is a continuous Gaussian process because $U_{I}$ is, and (3.1) implies (3.24).

It remains to improve the result to convergence in $D[0, \infty)$, with $V_{I}(0)=$ 0 . For this, it suffices to show that for every $\varepsilon>0$,

$$
\limsup _{z \rightarrow \infty} \mathbb{P}\left(\sup _{0 \leq x \leq h} z^{-1 / 2}\left|P_{I} \mathcal{X}\left(\tau_{b}(x z)\right)\right|>\varepsilon\right) \rightarrow 0
$$

as $h \rightarrow 0$, see e.g. [30, Proposition 2.4], and this is an easy consequence of Lemmas 11.6 and 11.1. Continuity of $V_{I}$ at 0 follows, or is proved directly by standard methods [34, Theorem 3.23].
(ii): Convergence in $D(0, \infty)$ follows as in (i), now using Theorem 3.1(ii) and Lemma 11.1, observing as in the proof of Theorem 3.15(ii) that the constant factor $\left(b \cdot v_{1} W\right)^{\mathrm{i} \operatorname{Im} \lambda / \lambda_{1}}$ of modulus one can be ignored. The convergence extends to $D[0, \infty)$ as in part (i), using Lemma 11.6(ii).

Proof of Corollary 3.30. A simple consequence of Theorems 3.29 and 3.15(v); (3.25) follows from (3.2) and (2.16)-(2.17).

Proof of Theorem 3.31. This follows from Corollary 3.30 by the arguments in the proofs of Theorems 3.22 and 3.23 . In particular, the (co)variances in (3.26) follow easily using (11.11) and a change of variables; for (3.27) we observe that Corollary 3.30 shows that the covariance matrix depends on $x$ and $y$ only through the numerical factor $c(d, d, x, y)$, and the result follows by comparison with (3.20) (the case $x=y=1$ ), where now $T=2 v_{1} a^{\prime} P_{\lambda_{2}}$, together with (3.3).
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