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Abstract. We study the random graph Gn,λ/n conditioned on the
event that all vertex degrees lie in some given subset S of the non-
negative integers. Subject to a certain hypothesis on S, the empirical
distribution of the vertex degrees is asymptotically Poisson with some
parameter bµ given as the root of a certain ‘characteristic equation’ of S
that maximizes a certain function ψS(µ). Subject to a hypothesis on S,
we obtain a partial description of the structure of such a random graph,
including a condition for the existence (or not) of a giant component.
The requisite hypothesis is in many cases benign, and applications are
presented to a number of choices for the set S including the sets of
(respectively) even and odd numbers.

1. Introduction

Let S be a fixed nonempty set of non-negative integers. The purpose of
this paper is to study the structure of random graphs having all their vertex
degrees restricted to the set S.

We call a graph an S-graph if all its vertex degrees belong to S. For
example, if S = {s} is a singleton, an S-graph is the same as a regular
graph of degree s. (We are not going to say anything new about this case.)
One of our main examples is the class of Eulerian graphs, or even graphs,
given by the set of even numbers S = 2Z≥0, with Z≥0 the set {0, 1, 2, . . . }
of non-negative integers. See Section 6 for further examples.

More precisely, we will study the random graph Gn,p;S defined as Gn,p
conditioned on being an S-graph, where Gn,p is the standard random sub-
graph of the (labelled) complete graph Kn where two vertices are joined
by an edge with probability p ∈ (0, 1), and these

(
n
2

)
events, corresponding

to the edges of Kn, are independent. In other words, Gn,p;S is a random
S-subgraph of Kn such that, if G is any given subgraph of Kn that is an
S-graph, then

P(Gn,p;S = G) =
pe(G)(1− p)(

n
2)−e(G)

P(Gn,p is an S-graph)
, (1.1)
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where e(G) is the number of edges of G. We are interested in asymptotics
as n→∞, and we will tacitly consider only n such that there exists an
S-graph with n vertices, in other words, such that the denominator in (1.1)
is non-zero. Thus, a finite number of small n may be excluded; moreover, if
S contains only odd integers, then n has to be even. (It is easy to see that,
apart from this parity restriction, all large n are allowed.)

For example, with S the set of even numbers, we obtain a random even
graph, see Example 6.3. This is related to the random-cluster model on the
complete graph Kn [6; 7], and was one of our motivations for the present
study.

Remark 1.1. The choice p = 1
2 gives a random S-graph that is uniformly

distributed over all S-graphs on n labelled vertices. However, we will in this
paper instead study the case when p is of order 1/n and the average vertex
degree is bounded (for Gn,p, and as we shall see later, for Gn,p;S too).

It follows immediately from (1.1) that two S-subgraphs of Kn with the
same degree sequence are attained with the same probability. Hence, the
conditional distribution of Gn,p;S given the degree sequence is uniform. We
will therefore focus on studying the random degree sequence of Gn,p;S ; it is
then possible to obtain further results on the structure of Gn,p;S by applying
standard results on random graphs with given degree sequences to Gn,p;S
conditioned on the degree sequence. For example, using the results by Mol-
loy and Reed [14, 15] we obtain Theorem 3.1 below on existence of a giant
component in Gn,p;S .

2. Main theorem

By symmetry, the labelling of the vertices and thus the order of the de-
gree sequence is not important, and we shall therefore study the numbers
of vertices with given degrees, rather than the degree sequence itself. We
introduce some notation.

Let N be the set of sequences n = (n0, n1, . . . ) of non-negative integers
nj ∈ Z≥0 with only a finite number of non-zero terms nj . Let

NS := {n ∈ N : nj = 0 when j /∈ S},
the set of such sequences supported on S. For a (multi)graph G, let nj(G) be
the number of vertices of degree j in G, j ∈ Z≥0, and let n(G) := (nj(G))∞j=0

be the sequence of degree counts. Thus, G is an S-graph if and only if
n(G) ∈ NS . Clearly, cf. (1.1),

P(Gn,p is an S-graph) =
∑

G:n(G)∈NS

pe(G)(1− p)(
n
2)−e(G). (2.1)

Using a term that is standard in statistical physics, we shall call this sum-
mation the partition function, denoted as Zn,p;S .

Let P be the set of probability distributions on Z≥0. In other words, P
is the set of sequences π = (π0, π1, . . . ) of non-negative real numbers such
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that
∑

j πj = 1. We regard P as a topological space with the usual topology

of weak convergence (denoted
p−→); it is well known that this topology on

P may be metrised by the total variation distance

dTV(π,π′) := 1
2

∑
j

|πj − π′j |.

If G has n =
∑

j nj(G) vertices, let πj(G) := nj(G)/n, the proportion of
vertices of degree j, and π(G) := n(G)/n = (πj(G))∞j=0. Note that π(G) is
the probability distribution of the degree of a randomly chosen vertex in G.

Let φS be the exponential generating function of S,

φS(µ) :=
∑
j∈S

µj

j!
. (2.2)

Note that this is an entire function of µ, and that φS(µ) > 0 for µ > 0 while
φS(0) > 0 if and only if 0 ∈ S.

Let PoS(µ) be the distribution of a Po(µ) distributed variable given that
it belongs to S, i.e., L(Xµ | Xµ ∈ S) with Xµ ∼ Po(µ). Thus, recalling
(2.2),

PoS(µ){k} =
µk/k!
φS(µ)

, k ∈ S. (2.3)

This conditional distribution is always defined for µ > 0, and in the case
0 ∈ S for µ = 0 too (in which case it is a point mass at 0). The mean of the
PoS(µ) distribution is

E(Xµ | Xµ ∈ S) =
1

φS(µ)

∑
k∈S

kµk

k!
=
µφ′S(µ)
φS(µ)

. (2.4)

Let λ > 0. We shall refer to the equation

µφ′S(µ)
φS(µ)

=
µ2

λ
, (2.5)

as the characteristic equation of the set S (for this value of λ), and we write

E(λ) :=
{
µ ≥ 0 :

µφ′S(µ)
φS(µ)

=
µ2

λ

}
, (2.6)

where we allow µ = 0 only if 0 ∈ S. We further define the auxiliary function

ψS(µ) := log φS(µ)−
µφ′S(µ)
2φS(µ)

(2.7)

and note that when µ ∈ E(λ), ψS(µ) equals the simpler function

ψS,1(µ;λ) := log φS(µ)− µ2

2λ
. (2.8)

All logarithms in this paper are natural. We let c1, C1, . . . denote positive
constants, generally depending on S and λ (or (λn)) and sometimes on other
parameters too (but not on n), which may be indicated by arguments. (We
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use Ci for large and ci for small constants.) We sometimes assume that
n > 1 to avoid trivialities.

Theorem 2.1. Let λn → λ > 0 and suppose that E(λ) contains a unique
µ̂ = µ̂(λ) that maximizes ψS(µ) (or, equivalently, ψS,1(µ;λ)) over E(λ).
Then, the following hold, as n→∞:

(i) π(Gn,λn/n;S)
p−→ PoS(µ̂). In other words, for every j ∈ S,

nj(Gn,λn/n;S)
n

p−→ PoS(µ̂){j} =
µ̂j/j!
φS(µ̂)

. (2.9)

(ii) All moments of the random distribution π(Gn,λn/n;S) converge to the
corresponding moments of PoS(µ̂). In other words, if d1, . . . , dn is
the degree sequence of Gn,λn/n;S , and Xµ ∼ Po(µ), then for every
r ∈ (0,∞),

n∑
i=1

dri
n

=
∞∑
j=0

jrnj(Gn,λn/n;S)
n

p−→
∞∑
j=0

jr PoS(µ̂){j} = E(Xrbµ | Xbµ ∈ S).

(2.10)

In particular,

e(Gn,λn/n;S)
n

p−→ 1
2 E(Xbµ | Xbµ ∈ S) =

µ̂φ′S(µ̂)
2φS(µ̂)

. (2.11)

(iii) The error probabilities in (i) decay exponentially: for every ε > 0,
there exists a constant c1 = c1(ε, λ,S) > 0 such that, for all large n,

P
(
dTV

(
π(Gn,λn/n;S),PoS(µ̂)

)
≥ ε
)
≤ e−c1n. (2.12)

(iv) We have that
1
n

logZn,λn/n;S =
1
n

log P(Gn,λn/n is an S-graph)→ ψS(µ̂)− 1
2λ. (2.13)

Remark 2.2. The reason for taking n large in (2.12) is as follows. Suppose,
for example, that S is an infinite set. Then the left hand side of (2.12)
trivially equals 1 for any fixed n and sufficiently small ε (depending on n).
One way around this, at least when λn ≡ λ, is to replace the right hand side
of (2.12) by 2e−c2n for a suitable small c2 > 0. The inequality then becomes
trivial for small n.

More generally, let E0(λ) be the subset of E(λ) where ψS(µ) (or ψS,1(µ;λ))
is maximal:

E0(λ) :=
{
µ ∈ E(λ) : ψS(µ) = max

µ′∈E(λ)
ψS(µ′)

}
. (2.14)

If E0(λ) contains a single element, we thus take that element as µ̂(λ); in
particular, if |E(λ)| = 1, then E(λ) = E0(λ) = {µ̂(λ)}. We shall see in
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Section 4 that this is the normal case: E(λ) is always finite and non-empty,
and |E0(λ)| = 1 except for at most a countable number of values of λ.

Further results on µ̂ and the auxiliary functions are given in Section 4.

Remark 2.3. The set E0(λ) may contain more than one element, see Exam-
ple 6.8. In this case, the theorem may not be applied, but the proof in Sec-
tions 8–9 extends to show that the random degree distribution π(Gn,λn/n;S)
approaches the finite set F := {PoS(µ) : µ ∈ E0(λ)} in the sense that the
analogue of (2.12) holds for the distance to this set, i.e.,

P
(

min
µ∈E0(λ)

dTV

(
π(Gn,λn/n;S),PoS(µ)

)
≥ ε
)
≤ e−c1n. (2.15)

We can regard the distributions in F as pure phases, in analogy with the
situation for many infinite systems of interest in statistical physics, but for
the finite systems considered here this has to be interpreted asymptotically.
Thus, for large n, the degree distribution of Gn,λn/n;S is approximately given
by one of the pure phases, but we do not know which one. It follows that if we
let n→∞, one of the following happens for the random degree distribution
π = π(Gn,λn/n;S) (regarded as an element of P):

(i) π converges in probability to PoS(µ) for some µ ∈ E0(λ).
(ii) π converges in distribution to some non-degenerate distribution on

F . (A mixture of two or more pure phases.)
(iii) There are oscillations and π does not converge in distribution; suit-

able subsequences converge as in (i) or (ii), but different subse-
quences may have different limits.

It is easy to show by a continuity argument that all three cases may occur in
Example 6.8 for suitable sequences (λn) (with λn → λ0 defined there). We
do not know whether all three cases may occur for fixed λ with |E0(λ)| > 1.

We shall not investigate the case |E0(λ)| > 1 further here.

We close this section with an informal explanation of the results of Theo-
rem 2.1, several applications of which are presented in Section 6. Recall the
partition function Zn,λ/n;S of (2.1), considered as a summation over suit-
able graphs. We wish to establish which graphs are dominant in this sum-
mation. In so doing, we will treat certain discrete variables as continuous,
and shall study maxima by differentiation and Lagrange multipliers. Let
π = (π0, π1, . . . ) be a sequence of non-negative reals satisfying

∑
i πi = 1,

and πi = 0 for i /∈ S. We write

ν = ν(π) =
∑
i

iπi.

Let Z(π) represent the contribution to the summation of (2.1) from graphs
G having, for each i, approximately nπi vertices with degree i. The (empir-
ical) mean vertex-degree of such a graph is ν.

Now, Z(π) is a summation over simple graphs subject to constraints
on the vertex degrees. It may be approximated by a similar summation
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over certain multigraphs, and this is easier to express in closed form, as
follows. The number of ways of partitioning n vertices into sets V0, V1, . . .
of respective sizes nπi, i ≥ 0, is

n!
(nπ0)!(nπ1)! · · ·

.

Each vertex v ∈ Vi will be taken to have degree i, and we therefore provide v
with i ‘half-edges’. Each such half-edge will be connected to some other half-
edge to make a whole edge. Since half-edges are considered indistinguishable,
we shall require the multiplicative factor{∏

i∈S
(i!)−nπi

}
in order to treat them as labelled. The total number of half-edges is 2N =
n
∑

i iπi = nν, and we assume for simplicity that N is an integer. These
half-edges may be paired together in any of

(2N − 1)!! = (2N − 1)(2N − 3) · · · 3 · 1 =
(2N)!
2NN !

ways, and each such pairing contributes(
λ

n

)N (
1− λ

n

)(n2)−N

to the sum. We combine the above to obtain an approximation to Z(π):

Z(π) ≈ n!
(nπ0)!(nπ1)! · · ·

{∏
i∈S

(i!)−nπi
}

(2N)!
2N (N)!

(
λ

n

)N (
1− λ

n

)(n2)−N
.

By Stirling’s formula, as n→∞,
1
n

logZ(π)→ 1
2ν log(λν/e)− 1

2λ−
∑
i∈S

πi log(i!πi). (2.16)

We maximize the last expression subject to
∑

i πi = 1 to find that

πi = A
µi

i!
, i ∈ S, (2.17)

for some constant A and some µ satisfying

µ =
√
λν. (2.18)

Thus π is the mass function of the PoS(µ) distribution and, by (2.4) and
the definition of ν,

ν =
µφ′S(µ)
φS(µ)

. (2.19)

We combine this with (2.18) to obtain the ‘characteristic equation’ (2.5).
If there exists a unique µ satisfying the characteristic equation, then we

are done. If there is more than one, we pick the value that maximizes the
right hand side of (2.16). That is to say, the exponential asymptotics of
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Zn,λ/n;S are dominated by the contributions from graphs with π satisfying
(2.17) with µ chosen to satisfy the characteristic equation and to maximize
ψS(µ).

Note from (2.16) that
1
n

logZ(π)→ ψS(µ)− 1
2λ, (2.20)

and part (iv) of Theorem (2.1) is explained.
We make the above argument rigorous in the forthcoming proof of Sections

8–9, a substantial part of which is devoted to proving that the conditional
distribution of vertex degrees is concentrated near its mode. The ‘half-edge’
method has been used by many authors dating back to [4] or earlier, and
references will be included at appropriate places later.

3. The giant and the core

We show next how to apply Theorem 2.1, in conjunction with results of
Molloy and Reed [14, 15] and Janson and Luczak [10, 11], to identify the
sizes of the giant cluster and the k-core of Gn,λn/n;S . The proofs are deferred
to Section 10.

We consider first the existence or not of a giant component in the random
S-graph Gn,λn/n;S as λn → λ > 0 (i.e., a component of size comparable to
n). Let π = (π0, π1, . . . ) be a vector of non-negative reals with sum 1, and
write ν =

∑
j jπj . As explained in [14; 15], if we consider the random graph

with a given degree sequence d = (di)n1 , in which there are n(1 + o(1))πj
vertices with degree j, the quantity that is key to the existence of a giant
component is

Q(π) :=
∑
j

j(j − 2)πj .

Subject to certain conditions, if Q(π) > 0, there exists a giant component,
while there is no giant component when Q(π) ≤ 0.

We shall apply this with πj = PoS(µ̂){j}, and to that end we introduce
some further notation. Let, see (2.4),

ν(µ) :=
∑
j

j PoS(µ){j} =
µφ′S(µ)
φS(µ)

, (3.1)

Q(µ) :=
∑
j

j(j − 2) PoS(µ){j} =
µ2φ′′S(µ)− µφ′S(µ)

φS(µ)
, (3.2)

χµ(ξ) :=
∑
j

j PoS(µ){j}(ξ2 − ξj) = ν(µ)ξ2 − µξ
φ′S
(
µξ
)

φS(µ)
. (3.3)

Note that χµ(0) = χµ(1) = 0. Furthermore, the only possibly negative term
in the sums in (3.2) and (3.3) for ξ ∈ (0, 1) are those with j = 1, while the
terms with j = 0 and j = 2 always vanish and the others are positive unless
PoS(µ) = 0.
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Let Γn,p;S be the component of Gn,p;S with the largest number of vertices,
and let Γ(2)

n,p;S be the second largest. (Break ties by any rule.) We write v(H)
for the number of vertices in a graph H.

Theorem 3.1. Suppose that S 6⊆ {0, 2}. Let λn → λ > 0 and suppose
that E0(λ) contains a unique element µ̂ ≥ 0. Then, Gn,λn/n;S has a giant
component if and only if Q(µ̂) > 0, i.e., if and only if µ̂φ′′S(µ̂) > φ′S(µ̂).
More precisely, as n→∞,

n−1v(Γn,λn/n;S)
p−→ γ̂ ≥ 0, n−1e(Γn,λn/n;S)

p−→ ζ̂ ≥ 0,

n−1v(Γ(2)
n,λn/n;S)

p−→ 0, n−1e(Γ(2)
n,λn/n;S)

p−→ 0,

where

γ̂ = γ̂(µ̂) := 1−
∑
j

ξ̂j PoS(µ̂){j} = 1− φS(ξ̂µ̂)
φS(µ̂)

, (3.4)

ζ̂ = ζ̂(µ̂) := 1
2ν(µ̂)

(
1− ξ̂2

)
(3.5)

with ξ̂ = ξ̂(µ̂) ∈ [0, 1] given as follows:

(i) if Q(µ̂) > 0 and 1 ∈ S, then ξ̂ ∈ (0, 1) is the unique solution to
χbµ(ξ̂) = 0 with 0 < ξ̂ < 1, and γ̂, ζ̂ > 0;

(ii) if Q(µ̂) > 0 and 1 /∈ S, then ξ̂ = 0 and γ̂ = 1 − 1/φS(µ̂) > 0,
ζ̂ = 1

2ν(µ̂) > 0;
(iii) if Q(µ̂) ≤ 0, then ξ̂ = 1 and γ̂ = ζ̂ = 0.

Remark 3.2. It is easily seen, using (3.3), that ξ̂ equals the extinction
probability of a Galton–Watson process with offspring distribution

P(X = j − 1) =
j PoS(µ̂){j}

ν

=
µ̂j

(j − 1)!φS(µ̂)

( µ̂φ′S(µ̂)
φS(µ̂)

)−1
, j ∈ S \ {0},

that is, the distribution PoS−1(µ̂) where S − 1 := {k ≥ 0 : k+1 ∈ S}. (Note
that φS−1(µ) = φ′S(µ).) Hence γ̂, the asymptotic relative size of Γn,λn/n;S ,
equals by (3.4) the survival probability of a Galton–Watson process with
offspring distribution PoS−1(µ̂) and initial distribution PoS(µ̂).

Remark 3.3. If µ̂ = 0, then Q(µ̂) = 0 and we are in Case (iii) with no
giant component; in fact, by Theorem 2.1, n0/n

p−→ 1 so almost all vertices
are isolated. In this case χbµ(ξ) = 0 for all ξ.

If µ̂ > 0, then χbµ < 0 on (0, ξ̂) and χbµ > 0 on (ξ̂, 1) in all three cases, as
follows from [11, Lemma 5.5], which yields another characterization of ξ̂.

Remark 3.4. If 1 /∈ S, then Q(µ̂) > 0 as soon as µ̂ > 0. Hence we are in
Case (ii) if µ̂ > 0 and in Case (iii) in µ̂ = 0.



RANDOM GRAPHS WITH FORBIDDEN VERTEX DEGREES 9

Remark 3.5. We have excluded the cases S ⊆ {0, 2}, i.e., the trivial case
S = {0} and the cases {2} and {0, 2} that are exceptional; in the latter
cases n−1v(Γn,λn/n;S) has a continuous limiting distribution and thus not a
constant limit when µ̂ > 0, see Examples 6.2 and 6.7. We note also that
Q(µ) = 0 for all µ in the excluded cases.

The k-core of a graph G is the largest induced subgraph having mimimum
vertex degree at least k. The k-core of an Erdős–Reńyi random graph has
attracted much attention; see [10] and the references therein. Theorem 2.1
may be applied in conjunction with Theorem 2.4 of Janson and Luczak [10]
to obtain the asymptotics of the k-core of Gn,λn/n;S . Let K(k)

n,p;S denote the
k-core of Gn,p;S . We shall require some further notation in order to state
our results for K(k)

n,λn/n;S .
Let k ∈ {2, 3, . . . }. Let µ ≥ 0, and let Wµ be a random variable with the

PoS(µ) distribution. For r ∈ [0, 1], let Wµ,r be obtained by ‘thinning’ Wµ

at rate 1− r so that, conditional on Wµ, Wµ,r has the binomial distribution
Bin(Wµ, r). For k ∈ {2, 3, . . . }, let

hµ,k(r) = E(Wµ,rI{Wµ,r≥k}) =
∞∑
l=k

l P(Wµ,r = l),

hµ,k(r) = P(Wµ,r ≥ k).

Theorem 3.6. Let λn → λ > 0 and suppose that E0(λ) contains a unique
element µ̂. Let k ≥ 2, and let, with ν = ν(µ̂) as above,

r̂ = sup{r ≤ 1 : νr2 = hbµ,k(r)}.
As n→∞:

(i) if r̂ = 0,
1
n

v(K(k)
n,λn/n;S)

p−→ 0,
1
n

e(K(k)
n,λn/n;S)

p−→ 0;

if, further, k ≥ 3, then

P(K(k)
n,λn/n;S is empty)→ 1;

(ii) if r̂ > 0, and in addition νr2 < hbµ,k(r) on some non-empty interval
(r̂ − ε, r̂), then

1
n

v(K(k)
n,λn/n;S)

p−→ hbµ,k(r̂),
1
n

e(K(k)
n,λn/n;S)

p−→ 1
2
hbµ,k(r̂) =

1
2
νr̂2.

Remark 3.7. Let Xµ be the Galton–Watson process with offspring distribu-
tion PoS−1(µ), started with a single individual o, and let X µ be the modified
process where the first generation has distribution PoS(µ), cf. Remark 3.2.
It may be seen that r̂ is the probability that the family tree of Xµ contains an
infinite subtree with root o and every node having k− 1 children. Similarly,
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hbµ,k(r̂) equals the probability that X µ contains an infinite k-regular subtree
with root o (the root has k children and all other vertices have k − 1). It is
easy to see heuristically that this yields the asymptotic probability that a
random vertex belongs to the k-core, see Pittel, Spencer and Wormald [16]
(for S = Z≥0), but it is difficult to make a proof based on branching process
theory; see Riordan [17] where this is done rigorously for another random
graph model.

4. Roots of the characteristic equation

To avoid some trivial complications, we assume throughout this section
that S 6= {0}, thus excluding the trivial case S = {0} for which Gn,λn/n;S
comprises isolated vertices only.

Lemma 4.1. φ′S(µ) ≤ C1φS(µ) for all µ ≥ 1.

Proof. By (2.2),

φ′S(µ) =
∑
j∈S

j
µj−1

j!
.

We split the sum into two parts. For j ≤ 4µ,∑
j∈S, j≤4µ

jµj−1

j!
≤
∑
j∈S

4µj

j!
= 4φS(µ).

For j > 4µ, Stirling’s formula implies

jµj−1

j!
≤ jµj−1

(e
j

)j
≤ 41−jej

and thus, for µ ≥ 1,∑
j∈S, j>4µ

jµj−1

j!
≤
∞∑
j=1

4
(e

4

)j
= C2 = C3φS(1) ≤ C3φS(µ). �

Theorem 4.2. For each λ > 0, the set E(λ) is finite and non-empty.

Proof. The characteristic equation (2.5) may be written as h(µ) = 0 where
h(µ) = λµφ′S(µ)− µ2φS(µ). By Lemma 4.1, for µ ≥ 1,

h(µ) ≤ (C1λµ− µ2)φS(µ), (4.1)

and thus h(µ) < 0 for µ > C4 = max{C1λ, 1}.
Since h is an entire function, and does not vanish identically by what we

just have shown, it has only finitely many zeros in each bounded subset of
the complex plane, and in particular in the interval [0, C4]. Hence E(λ) is
finite.

To see that E(λ) is non-empty, let s be the smallest element of S. If
s = 0, then 0 ∈ E(λ). If s > 0, then h(µ) ∼ λsµs/s! as µ → 0, so h(µ) > 0
for small positive µ. Since further h(µ) is negative for large µ, h possesses
a zero on the positive real axis. �
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We have defined µ̂ as the maximum point of ψS or ψS,1 on E(λ). The
next theorem shows that, alternatively, it can be defined as the maximum
point of ψS,1 on [0,∞) (but not of ψS). Furthermore, instead of ψS,1, we
can use the function

ψS,2(µ;λ) := log φS(µ) +
µφ′S(µ)
2φS(µ)

(
log

λφ′S(µ)
µφS(µ)

− 1
)
, (4.2)

that arises as follows. In Section 7, we will indicate the use of multigraphs
in proving Theorem 2.1, of which we shall derive a multigraph equivalent
at Theorem 7.3. With Z∗n,λ/n;S denoting the multigraph partition func-
tion, we shall see in the proof of Theorem 7.3 that ψS,2(µ;λ) represents the
contribution to n−1 logZ∗n,λ/n;S from multigraphs with degree distribution
close to PoS(µ), see Remark 8.3. For this reason, ψS,2 is a more natural
function than ψS,1, although it has a more complicated formula. We shall
have to exclude the trivial case when S = {s} is a singleton; in this case
ψS,2(µ;λ) = 1

2s
(
log(λs)− 1

)
− log(s!) is constant.

It is easily seen that ψS,2(µ;λ) ≥ ψS,1(µ, λ) for all µ and λ > 0, with
equality if and only if µ ∈ E(λ).

We regard ψS,1 and ψS,2 as functions of µ, with λ considered a fixed
parameter. These functions are evidently analytic on (0,∞). Note that if
0 ∈ S, then φS(0) = 1 and ψS(µ), ψS,1(µ;λ) and ψS,2(µ;λ) are continuous
at µ = 0 with ψS(0) = ψS,1(0;λ) = ψS,2(0;λ) = 0. On the other hand, if
0 /∈ S, then φS(0) = 0 and ψS,1(µ;λ) → −∞, while a simple calculation
yields ψS,2(µ;λ)→ 1

2s
(
log(λs)− 1

)
− log(s!) as µ→ 0, where s = minS.

Theorem 4.3. The following hold for every fixed λ > 0 and j = 1 or 2,
except for j = 2 in the trivial case |S| = 1.

(i) E(λ) is the set of stationary points of ψS,j, possibly with 0 added:

E(λ) ∩ (0,∞) =
{
µ :

d

dµ
ψS,j(µ;λ) = 0

}
.

(ii) E0(λ) is the set of global maximum points of ψS,j:

E0(λ) =
{
µ : ψS,j(µ;λ) = max

µ′≥0
ψS,j(µ′;λ)

}
.

Proof. (i): Differentiation yields

d

dµ
ψS,1(µ;λ) =

φ′S(µ)
φS(µ)

− µ

λ
(4.3)

and, after some simplifications,
d

dµ
ψS,2(µ;λ) =

d

dµ

(µφ′S(µ)
2φS(µ)

)
log
(λφ′S(µ)
µφS(µ)

)
. (4.4)

By the Cauchy–Schwarz inequality, provided µ > 0 and |S| ≥ 2,

µ
d

dµ

(
µφ′S(µ)
φS(µ)

)
= µ

d

dµ

(∑
j∈S jµ

j/j!∑
j∈S µ

j/j!

)
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=

(∑
j∈S j

2µj/j!
)(∑

j∈S µ
j/j!

)
−
(∑

j∈S jµ
j/j!

)2(∑
j∈S µ

j/j!
)2 > 0. (4.5)

(See Theorem 5.2 below for a more general result.) By (4.3)–(4.5), for µ > 0,
ψ′S,j(µ;λ) = 0 if and only if φ′S(µ)/φS(µ) = µ/λ, i.e., the characteristic
equation (2.5) holds.

(ii): By (4.3)–(4.5) and Lemma 4.1, ψS,j is decreasing for large µ. Fur-
thermore, by the remarks prior to the theorem, ψS,j is either continuous
at 0 or tends to −∞ there. This implies that ψS,j has a finite maximum,
attained at one or several points in [0,∞). It remains to show that the
maximum points belong to E(λ); it then follows that E0(λ) equals the set
of maximum points.

If µ > 0 is a maximum point of ψS,j , then ψ′S,j(µ) = 0 and µ ∈ E(λ) by
(i).

If 0 is a maximum point and 0 ∈ S, then 0 ∈ E(λ) by definition. Finally,
if 0 /∈ S, and s := minS > 0, then φ′S(µ)/φS(µ) ∼ s/µ → ∞ as µ → 0,
and it follows from (4.3)–(4.5) that ψ′S,j > 0 for small µ; hence 0 is not a
maximum point in this case. (In fact, for j = 1, ψS,1(0) = −∞ when 0 /∈ S,
as remarked above.) �

We define µ̂∗(λ) := minE0(λ) and µ̂∗(λ) := maxE0(λ); thus |E0(λ)| = 1
(and Theorem 2.1 applies) if and only if µ̂∗ = µ̂∗, and in that case µ̂ = µ̂∗ =
µ̂∗. We have defined µ̂ only when |E0(λ)| = 1; for convenience we extend the
definition to all λ > 0 by letting µ̂(λ) be any element of E0(λ) (for example
µ̂∗(λ) or µ̂∗(λ)).

Corollary 4.4. For every λ > 0 and j = 1, 2,

ψS(µ̂(λ)) = ψS,j(µ̂(λ);λ) = max
µ≥0

ψS,j(µ;λ).

Theorem 4.5. If 0 < λ1 < λ2, then µ̂(λ1) ≤ µ̂(λ2), with equality only if
µ̂(λ1) = µ̂(λ2) = 0.

Proof. If µ < µ̂∗(λ1) ∈ E0(λ1), then ψS,1(µ;λ1) ≤ ψS,1(µ̂∗(λ1);λ1) by The-
orem 4.3(ii), and thus

ψS,1(µ;λ2) = ψS,1(µ;λ1) +
µ2

2

( 1
λ1
− 1
λ2

)
< ψS,1(µ̂∗(λ1);λ1) +

µ̂∗(λ1)2

2

( 1
λ1
− 1
λ2

)
= ψS,1(µ̂∗(λ1);λ2),

so µ is not a global maximum point of ψS,1(µ;λ2) and, by Theorem 4.3(ii)
again, µ /∈ E0(λ2). Hence, µ̂(λ2) ≥ µ̂∗(λ2) ≥ µ̂∗(λ1) ≥ µ̂(λ1). Equality
is possible only if µ := µ̂(λ1) = µ̂(λ2) ∈ E(λ1) ∩ E(λ2), and then the
characteristic equation (2.5) is satisfied with µ and both λ1 and λ2; hence
µ2/λ1 = µ2/λ2 and µ = 0. �
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Theorem 4.6. (i) For every λ > 0, µ̂(λ′)↗ µ̂∗(λ) as λ′ ↗ λ and µ̂(λ′)↘
µ̂∗(λ) as λ′ ↘ λ.

(ii) µ̂(λ)→ 0 as λ→ 0.
(iii) µ̂(λ)→∞ as λ→∞.

Proof. (i): Let µ0 := limλ′↗λ µ̂(λ′); the limit exist by the monotonicity in
Theorem 4.5. For any fixed µ, ψS,1(µ;λ′) ≤ ψS,1(µ̂(λ′);λ′) by Theorem 4.3
and it follows by continuity that ψS,1(µ;λ) ≤ ψS,1(µ0;λ). Hence, by Theo-
rem 4.3 again, µ0 ∈ E0(λ), and Theorem 4.5 implies that µ0 = µ̂∗(λ).

The second statement is proved similarly.
(ii): This is similar. Assume µ0 := limλ→0 µ̂(λ) > 0, and let µ1 := µ0/2.

Then ψS,1(µ1;λ) ≤ ψS,1(µ̂(λ);λ) for all λ by Theorem 4.3 which contradicts
the fact that, by (2.8),

ψS,1(µ1;λ)− ψS,1(µ̂(λ);λ) =
µ̂(λ)2 − µ2

1

2λ
+ O(1)

≥ µ2
0 − µ2

1

2λ
+ O(1)→∞

as λ→ 0.
(iii): Assume µ0 := limλ→∞ µ̂(λ) < ∞, and let µ1 := µ0 + 1. Then

ψS,1(µ1;λ) ≤ ψS,1(µ̂(λ);λ) for all λ by Theorem 4.3 and it follows from (2.8)
by continuity, letting λ→∞, that log φS(µ1) ≤ log φS(µ0), a contradiction
since φS is strictly increasing. �

Remark 4.7. For large λ, we have the estimates c3λ1/2 ≤ µ̂(λ) ≤ C5λ,
where the lower bound follows from (2.5) and the upper from (4.1). Exam-
ples 6.1 and 6.6 show that both these orders of growth can be attained.

We see from Theorem 4.6 that |E0(λ)| > 1 exactly when µ̂(λ) is discon-
tinuous, and that all discontinuities are jump discontinuities: µ̂ jumps from
µ̂∗(λ) to µ̂∗(λ). In accordance with Remark 2.3, we interpret these discon-
tinuities as phase transitions of Gn,λn/n;S . More generally, we say that we
have a phase transition at each λ where µ̂ is not analytic. (See, further,
Theorem 4.15.) We show that there is only a countable number of phase
transitions with jump discontinuities, and we note from Example 6.9 that
the number may be infinite. (This notion of phase transition is different
from the question whether there is a giant component or not.)

Theorem 4.8. The set Λ̃ := {λ > 0 : |E0(λ)| > 1} = {λ : µ̂∗(λ) < µ̂∗(λ)}
of λ such that Theorem 2.1 does not apply is at most countable.

Proof. By Theorem 4.5, the open intervals
(
µ̂∗(λ), µ̂∗(λ)

)
, λ > 0, are dis-

joint, and thus at most a countable number of them are non-empty. �

It follows from Theorem 4.5 and its corollaries that µ̂ is the inverse
function of a continuous non-decreasing function with graph {(µ, λ) : µ ∈
[µ̂∗(λ), µ̂∗(λ)]}; the exceptional set Λ̃ consists of the values taken by this
function on the intervals where it is constant.



14 GEOFFREY GRIMMETT AND SVANTE JANSON

For µ > 0 we can rewrite the characteristic equation (2.5) as

λ = λ̂(µ) :=
µφS(µ)
φ′S(µ)

. (4.6)

Thus, E(λ) = {µ > 0 : λ̂(µ) = λ} or {µ > 0 : λ̂(µ) = λ} ∪ {0}. Note
that our assumption S 6= {0} implies that φ′S(µ) > 0 for all µ > 0, so λ̂ is
well-defined.

Lemma 4.9. The function λ̂ is positive and analytic on (0,∞), with limµ→∞ λ̂(µ) =
∞ and

lim
µ→0

λ̂(µ) =


0, 0 /∈ S,
0, 0 ∈ S, 1 ∈ S,
1, 0 ∈ S, 1 /∈ S, 2 ∈ S,
∞, 0 ∈ S, 1 /∈ S, 2 /∈ S.

Proof. That λ̂ is analytic and positive is evident. By Lemma 4.1, λ̂(µ) ≥ c4µ
for large µ, and the behaviour as µ→ 0 follows by looking at the first non-
zero terms in the Taylor expansions of φS and φ′S . �

Lemma 4.10. ψ′S(µ) and λ̂′(µ) have the same sign for every µ > 0. Hence
ψS and λ̂ have the same stationary points and are increasing or decreasing
on the same intervals.

Proof. By (2.7) and (2.8), ψS(µ) = ψS,1(µ; λ̂(µ)). Differentiating and using
(4.3) we obtain, for all µ > 0,

ψ′S(µ) =
∂

∂µ
ψS,1(µ, λ̂(µ)) +

∂

∂λ
ψS,1(µ, λ̂(µ))λ̂′(µ) = 0 +

µ2

2λ̂(µ)2
λ̂′(µ). �

Theorem 4.11. (i) If λ̂ is decreasing on an interval (µ1, µ2) with 0 ≤ µ1 <

µ2, then there exists λ ∈ Λ̃ with µ̂∗(λ) ≤ µ1 < µ2 ≤ µ̂∗(λ).
(ii) Λ̃ = ∅ if and only if λ̂ is increasing on (0,∞). In this case, for

every λ > 0 either E(λ) = {µ̂(λ)} with µ̂(λ) ≥ 0 or E(λ) = {0, µ̂(λ)} with
µ̂(λ) > 0.

Proof. (i): Suppose that µ̂∗(λ) ∈ (µ1, µ2) for some λ > 0. Taking a se-
quence λn ↗ λ, we have µ̂(λn) ↗ µ̂∗(λ) by Theorem 4.6, so, for large n,
µ1 < µ̂(λn) < µ̂∗(λ) < µ2 and hence λn = λ̂(µ̂(λn)) > λ̂(µ̂∗(λ)) = λ, a
contradiction. Hence, µ̂∗(λ) /∈ (µ1, µ2) for all λ > 0.

Let λ0 := sup{λ : µ̂∗(λ) ≤ µ1}. Thus, µ̂∗(λ) ≥ µ2 for λ > λ0. By
Theorem 4.6(ii)(iii), 0 < λ0 < ∞, and by Theorem 4.6(i) µ̂∗(λ0) ≤ µ1 and
µ̂∗(λ0) ≥ µ2. In particular, µ̂∗(λ0) < µ̂∗(λ0) so λ0 ∈ Λ̃.

(ii): If λ̂ is not increasing, then λ̂′(µ) < 0 for some µ > 0 and (i) applies
to some interval (µ− ε, µ+ ε) and shows that Λ̃ 6= ∅.

If λ̂ is increasing, then ψS is (strictly) increasing on (0,∞) by Lemma 4.10;
if 0 ∈ S, then ψS is continuous at 0 and thus increasing on [0,∞) also.
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Consequently, E(λ) contains a unique µ̂ = maxE(λ) that maximizes ψS .
Further, when λ̂ is increasing, there is at most one positive solution to
λ = λ̂(µ), and thus to (2.5), and the result on E(λ) follows. �

We next study whether µ̂ = 0 is possible. Note that this is a rather
degenerate case, when Theorem 2.1 shows that Gn,λn/n;S is very sparse with
op(n) edges and n0/n

p−→ 1, which is to say that n(1 − op(1)) vertices are
isolated.

Theorem 4.12. (i) If 0 /∈ S, then µ̂ > 0 for every λ > 0.
(ii) If 0 ∈ S and 1 ∈ S, then µ̂ > 0 for every λ > 0.
(iii) If 0 ∈ S and 1 /∈ S, then there exists λ0 > 0 such that µ̂ = 0 for

every λ < λ0, but µ̂ > 0 for every λ > λ0.

Proof. (i): Trivial, since 0 /∈ E(λ) in this case.
(ii): In this case, φS(0) = φ′S(0) = 1 and thus (4.3) shows that

d

dµ
ψS,1(µ;λ)→ 1 > 0

as µ→ 0; hence ψS(µ;λ) is increasing for small µ and 0 is not a maximum
point. By Theorem 4.3(ii), 0 /∈ E0(λ).

(iii): By Lemma 4.9, λ̂(µ) tends to ∞ as µ → ∞, and to either 1 or ∞
as µ→ 0. Hence λ1 := infµ>0 λ̂(µ) > 0. If λ < λ1, there is thus no positive
solution to (2.5), so E(λ) = {0} and µ̂ = 0. The existence of λ0 ≥ λ1 as
asserted now follows from Theorem 4.5 and Theorem 4.6. �

In case (iii), µ̂∗(λ0) = 0 by Theorem 4.6; it is possible both that E0(λ0) =
{0} so that µ̂∗(λ0) = 0, and that |E0(λ0)| > 1 so that λ0 ∈ Λ̃ and µ̂∗(λ0) > 0.
We can classify these subcases too.

Theorem 4.13. Suppose that 0 ∈ S and 1 /∈ S.
(i) If 2 ∈ S and 3 /∈ S (S = {0, 2, s, . . . } with s ≥ 4, or {0, 2}), then

µ̂(λ) = 0 for λ ≤ λ0 = 1 and µ̂(λ) > 0 for λ > 1, with µ̂∗(1) = 0 and thus
1 /∈ Λ̃ and µ̂(λ)↘ 0 as λ↘ 1.

(ii) If 2 ∈ S and 3 ∈ S, or if 2 /∈ S (S = {0, 2, 3, . . . } or {0, s, . . . }
with s ≥ 3), then there exists λ0 > 0 such that µ̂(λ) = 0 for λ < λ0 and
µ̂(λ) > 0 for λ > λ0, with µ̂∗(λ0) > 0 = µ̂∗(λ0) and thus λ0 ∈ Λ̃ and
limλ↘λ0 µ̂(λ) > 0.

Proof. (ii): If 2, 3 ∈ S, then the Taylor series φS(µ) = 1 + 1
2µ

2 + . . . and
φ′S(µ) = µ+ 1

2µ
2 + . . . yield λ̂(µ) = 1− 1

2µ+ . . . for small µ. If 2 /∈ S, then
1/λ̂(µ) → 0 as µ → 0 by Lemma 4.9. In both cases, 1/λ̂ is analytic in a
neighbourhood of 0 and increases on an interval (0, µ0), so λ̂ decreases there
and the result follows by Theorems 4.11(i) and 4.12(iii).

(i): Taylor expansions as in the proof of (ii) show that λ̂(µ) = 1+ 1
3µ

2+. . .
(when 4 ∈ S) or λ̂(µ) = 1 + 1

2µ
2 + . . . (when 4 /∈ S) so λ̂ increases for small
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µ, say in an interval (0, µ0). By Lemma 4.10, ψS increases in (0, µ0), and
since ψS is continuous at 0 we have ψS(µ) > ψS(0) for 0 < µ < µ0.

However, we also have to consider larger µ, and we use Lemma 4.14
below which implies that λ1 := infµ≥µ0 λ̂(µ) > 1. It follows that if λ ≤ 1,
then E(λ) = {0}, and in particular µ̂∗(1) = 0. Similarly, if 1 < λ < λ1,
then E(λ) = {0, µ} for the unique µ ∈ (0, µ0) with λ̂(µ) = λ; in this
case, ψS(µ) > ψS(0) and we have µ̂ = µ > 0. Finally, by Theorem 4.6,
µ̂(λ)↘ µ̂∗(1) = 0 as λ↘ 1. �

Lemma 4.14. Under the assumptions 0, 2 ∈ S and 1, 3 /∈ S of Theo-
rem 4.13(i), λ̂(µ) > 1 for every µ > 0.

Proof. By (4.6), the claimed inequality is equivalent to φ′S(µ) < µφS(µ),
where φ′S(µ) =

∑
k∈S µ

k−1/(k − 1)!. First, we use the trivial estimates

φ′S(µ) ≤ φ′Z≥0\{1,3}(µ) = eµ − 1− 1
2µ

2

and
φS(µ) ≥ 1 + 1

2µ
2.

We may verify numerically (by Maple, or otherwise) that eµ − 1 − 1
2µ

2 <

µ(1 + 1
2µ

2) for 0 < µ < 3.38, and thus the claim holds in this range.
For larger µ, we split the sum for φ′S(µ) into two parts. With K := bµ2c,

we have that∑
k∈S, k≤K

µk−1

(k − 1)!
≤ µ+

∑
k∈S, 4≤k≤K

k

µ
· µ

k

k!
≤ µ+

K

µ

∑
k∈S, k≥4

µk

k!

= µ+
K

µ

(
φS(µ)− 1− 1

2µ
2
)

≤ µφS(µ)− 1
2µ

3. (4.7)

For k > K we use the Chernoff bound for the Poisson distribution, see e.g.
[12, Theorem 2.1 and Remark 2.6]:∑

k∈S, k≥K+1

µk−1

(k − 1)!
≤
∞∑
k=K

µk

k!
= eµ P

(
Po(µ) ≥ K

)
≤ exp

(
µ−K log(K/µ) +K − µ

)
=
(eµ
K

)K
. (4.8)

For µ ≥ 3, K/µ = bµ2c/µ > 9/
√

10 > e, so the sum in (4.8) is less than 1.
We combine this with (4.7) to obtain φ′S(µ) < µφS(µ) for µ ≥ 3. �

Theorem 4.15. The set {λ : µ̂ is not analytic at λ} of phase transitions is
at most countable. Each phase transition is of one of the following types.

(i) A jump discontinuity: λ ∈ Λ̃ and µ̂∗(λ) < µ̂∗(λ).
(ii) A continuous phase transition with µ̂∗(λ) = µ̂∗(λ) = 0 but µ̂(λ′) > 0

for λ′ > λ. This can happen only at λ = 1, where it happens if and
only if 0, 2 ∈ S but 1, 3 /∈ S.
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(iii) A continuous phase transition with µ̂ > 0; in this case, λ = λ̂(µ) for
some µ > 0 with λ̂′(µ) = 0 but λ̂ increasing in a neighbourhood of µ;
thus µ is an inflection point of λ̂.

Examples of type (i) and (ii) are given in Section 6. We do not know
whether (iii) actually occurs.

Proof. Since λ̂(µ̂(λ)) = λ when µ̂(λ) > 0 and λ̂ is analytic, the implicit func-
tion theorem shows that µ̂ is analytic at every point where it is continuous
and positive and λ̂′(µ̂) 6= 0. Hence we have only the three given possibilities;
in (iii), λ̂ has to be increasing in a neighbourhood of µ since otherwise we
would have a jump discontinuity by Theorem 4.11(i).

The further characterization in (ii) follows by Theorems 4.12 and 4.13.
The number of jump discontinuities is countable by Theorem 4.8, and so

is the number of inflection points of λ̂, while there is at most one phase
transition of type (ii). �

In Case (ii), by the proof of Theorem 4.13, λ̂(µ) = 1+cµ2+o(µ2) as µ→ 0,
so µ̂(λ) ∼ c′

√
λ− 1 as λ ↘ 1 and we have a square-root type singularity.

In Case (iii), provided it happens at all, if the inflection point is µ0, then
λ̂(µ) − λ̂(µ0) ∼ c(µ − µ0)m as µ → µ0 for some odd m ≥ 3 (presumably
m = 3), and thus µ̂(λ)− µ0 ∼ c′(λ− λ0)1/m as λ→ λ0 = λ̂(µ0).

Theorems 4.11 and 4.15 show that phase transitions, except the possible
one of type (ii), occur when λ̂ ceases to be increasing at some points, or at
least almost ceases to be, in the form of an inflection point. (Recall that
λ̂→∞, so it increases in the long run.) We have no criterion for when this
happens, but it seems likely that it occurs whenever there are large gaps in
S.

Problems 4.16. Several open problems remain. For example:
(i) Is there ever any phase transition of type (iii) in Theorem 4.15 (with

an inflection point of λ̂)?
(ii) Does the set of phase transitions lack accumulation points? In other

words, if there is an infinite number of phase transitions (as in Ex-
ample 6.9), can we always order them in an increasing sequence
λ1 < λ2 < . . . with λn →∞?

(iii) Is |E0(λ)| always 1 or 2? In the latter case, is always |E(λ)| = 3,
as in Example 6.8, with one intermediate point that is a minimum
rather than a maximum of ψS,1 and ψS,2?

5. Monotonicity

We begin with a general result that is a simple consequence of standard
results, and may be known already. Recall that if X and Y are two random
variables, we say that X is stochastically smaller than Y , and write X ≤st Y ,
if P(X > x) ≤ P(Y > x) for every real x; it is well-known that this is
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equivalent to the existence of a coupling (X ′, Y ′) of (X,Y ) with X ′ ≤ Y ′

a.s. See, for example, [13, Section IV.1].

Lemma 5.1. Let Y be a random variable taking values in [0,∞) with dis-
tribution function F and moment generating function M(θ) =

∫∞
0 eθy dF

that is finite for all θ < θ ≤ ∞, and let, for θ < θ, Yθ have the conjugate
(or tilted) distribution function Fθ satisfying dFθ/dF = eθy/M(θ).

(i) If f : [0,∞)→ R is a non-decreasing function such that E |f(Yθ)| <
∞ for every θ < θ, then d

dθ E f(Yθ) ≥ 0, with strict inequality except
in the trivial case when f(Yθ) is almost surely constant. When the
last holds for some θ, it holds for all θ < θ.

(ii) If θ1 ≤ θ2 < θ then Yθ1 ≤st Yθ2.

Proof. (i): For θ < θ,

d

dθ
E f(Yθ) =

d

dθ

∫
f(y)eθy dF
M(θ)

=
∫
yf(y)eθy dF
M(θ)

−
(∫
f(y)eθy dF

)(∫
yeθy dF

)
M(θ)2

= E
(
Yθf(Yθ)

)
− E(Yθ) E

(
f(Yθ)

)
= Cov

(
f(Yθ), Yθ)

)
≥ 0,

since, as is well-known, the two non-decreasing functions f(Yθ) and Yθ of
Yθ are positively correlated, for example by a calculation of E

[
(f(Yθ) −

f(Y ′θ))(Yθ − Y ′θ)
]
≥ 0 with Y ′θ an independent copy of Yθ. The same proof

yields strict inequality if f(Yθ) is not a.s. constant. The final remark of (i)
holds since the Lebesgue–Stieltjes measures of Fθ1 and Fθ2 are absolutely
continuous with respect to one another.

(ii): By (i), P(Yθ > x) is a non-decreasing function of θ for every x. �

Let, for µ > 0, Xµ ∼ Po(µ) and Xµ,S ∼ PoS(µ). Applying Lemma 5.1 to
Y = X1,S with µ = eθ, we obtain the following.

Theorem 5.2. (i) If f : Z≥0 → R is a non-decreasing function such that
E |f(Xµ)| <∞ for every µ > 0, then

d

dµ
E f(Xµ,S) =

d

dµ
E
(
f(Xµ) | Xµ ∈ S

)
≥ 0,

with strict inequality except in the trivial case when f is constant on S.
(ii) If µ1 ≤ µ2 then Xµ1,S ≤st Xµ2,S .

This shows, in conjunction with Theorem 2.1, that the asymptotic degree
distribution of Gn,λn/n;S is stochastically increasing in µ̂(λ) and thus, by
Theorem 4.5, in λ. In particular, the asymptotic edge density, which is
given by EXbµ(λ),S = ν(µ̂(λ)), is an increasing function of λ (except that it
is constant in the trivial case |S| = 1). This holds for finite n too.

Theorem 5.3. If 0 < p1 ≤ p2 < 1, then e(Gn,p1;S) ≤st e(Gn,p2;S).
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Proof. This is another application of Lemma 5.1, since it follows from (1.1)
that e(Gn,p;S) has the conjugate distribution Yp/(1−p) with Y = e(Gn, 1

2
;S).

�

Unfortunately, if we consider the entire random graph Gn,p;S (and not
just the number of its edges), it is in general not stochastically increasing
in p.

Example 5.4. Let n = 4 and let S = {0, 2} (or the set of all even numbers).
The S-graphs are, ignoring the labelling: (i) E4, the empty graph with no
edges, (ii) C3 + E1, a 3-cycle plus an isolated vertex, (iii) C4, a 4-cycle.
We have P(Gn,p;S = E4) → 1 as p → 0 and P(Gn,p;S = C4) → 1 as p → 1.
Hence, if f(G) is the number of 3-cycles in G, then E f(Gn,p;S) = P(Gn,p;S =
C3 + E1) tends to 0 both as p → 0 and p → 1, so this expectation is not
monotone in p.

Problem 5.5. Is the random multigraphG∗n,ν;S defined in Section 7 stochas-
tically increasing in ν? (Its number of edges is, by the same argument as
for Theorem 5.3.)

For the existence of a giant component, we note that the crucial quantity
Q(µ) in (3.2) is not always monotone in µ, not even in the classical case
S = Z≥0 (when Q(µ) = µ2 − µ). Nevertheless, the condition Q(µ) > 0 is
monotone.

Theorem 5.6. If µ1 ≤ µ2 and Q(µ1) > 0, then Q(µ2) > 0.
Moreover, assuming S 6⊆ {0, 2}, if λ1 ≤ λ2 and thus µ̂(λ1) ≤ µ̂(λ2),

then ξ̂(µ̂(λ1)) ≥ ξ̂(µ̂(λ2)) and γ̂(µ̂(λ1)) ≤ γ̂(µ̂(λ2)). Hence, if Gn,λ1/n;S
has a giant component, then so has Gn,λ2/n;S for all λ2 ≥ λ1, and it is
(asymptotically) at least as large.

Proof. The condition Q(µ) > 0 is equivalent to µφ′′S(µ)/φ′S(µ) > 1. Since
φ′S(µ) = φS−1(µ),

µφ′′S(µ)
φ′S(µ)

=
µφ′S−1(µ)
φS−1(µ)

= EXµ,S−1, (5.1)

which is non-decreasing by Theorem 5.2(i).
The monotonicity of ξ̂ and γ̂ follows from the branching process inter-

pretations in Remark 3.2 together with the stochastic monotonicity Theo-
rem 5.2(ii) (for both S and S − 1) and Theorem 4.5. �

Remark 5.7. Theorem 3.1 and (5.1) yield the curious relation that, pro-
vided S 6⊆ {0, 2}, Gn,λ/n;S has a giant component if and only if νS−1(µ̂) :=
EXbµ,S−1 > 1, with µ̂ = µ̂(λ) calculated for S. Cf. Remarks 3.2 and 3.7.

It follows similarly from Remark 3.7 that the existence and size of a k-core,
for any fixed k ≥ 3, is monotone in λ.
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6. Examples

Example 6.1. S = Z≥0, the Erdős–Rényi random graph. We have in
this much studied case that φS(µ) = eµ. The characteristic equation (2.5)
becomes µ = µ2/λ, with solutions µ = 0, µ = λ. By (2.7), ψS(µ) = 1

2µ, so
ψS(0) < ψS(λ). Therefore, and in accordance with Theorem 4.12(ii), µ̂ = λ,
so that the number ni of vertices of degree i satisfies ni/n→ λie−λ/i!, i ≥ 0.
This is a simple instance of Theorem 4.11(ii). There is no phase transition of
Gn,λn/n;S . We have ψS,1(µ;λ) = µ−µ2/(2λ) and ψS,2(µ;λ) = 1

2µ
(
log(λ/µ)+

1
)
. Details of the application of Theorem 3.1 to this well understood case

may be found in [15]. Similarly, the application of Theorem 3.6 is described
in [10].

Example 6.2. S = {s}, where s ≥ 1. We have φS(µ) = µs/s! and the
characteristic equation (2.5) becomes s = µ2/λ, with solution µ̂ =

√
sλ.

However, in this case, the value of µ̂ is in fact immaterial, since PoS(µ)
is a point mass at s for every µ > 0. Moreover, the graph Gn,λn/n;S is a
random regular graph with all vertices of degree s. It is immediate that
Q(µ) = s(s− 2), and so there exists a giant component if s > 2, and not if
s = 1. In fact, if s = 1, the graph consists of isolated edges only, while if
s ≥ 3, it is well-known that the graph is connected with probability tending
to 1, see Bollobás [5], Section VII.6. In the remaining case s = 2, the
graph consists of cycles, of which the largest has a length that divided by
n converges to some non-degenerate distribution on [0, 1], see, e.g., Arratia,
Barbour and Tavaré [1]; this is thus an exceptional case where we do not
have convergence in probability of the proportion of vertices in the giant
cluster, as in Theorem 3.1.

Example 6.3. S = 2Z≥0, the even numbers. In this case,

φS(µ) =
∞∑
k=0

µ2k

(2k)!
= coshµ.

The characteristic equation (2.5) is

µ sinhµ
coshµ

=
µ2

λ
,

so either µ = 0 or
λ = λ̂(µ) =

µ

tanhµ
. (6.1)

Since λ̂(µ) = µ/ tanhµ increases (strictly) from 1 to ∞ for µ ∈ [0,∞), it
follows that: if λ ≤ 1, µ = 0 is the only solution, while if λ > 1, there is also
a positive solution. We have

ψS(µ) = log(coshµ)− 1
2µ tanhµ.

Therefore,

ψ′S(µ) =
sinh(2µ)− 2µ

4 cosh2 µ
> 0
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for µ > 0. Hence, ψS(µ) > ψS(0) for µ > 0, whence µ̂ is the unique
positive solution of (6.1) when λ > 1, cf. Lemma 4.10, Theorem 4.11(ii) and
Theorem 4.13(i).

We thus have a continuous phase transition at λ = 1 with µ̂(1) = 0; there
is a unique µ̂ (and thus Theorem 2.1 applies) for every λ, and µ̂(λ) is a
continuous function, but it is not differentiable at λ = 1. This is the only
phase transition, and Λ̃ = ∅.

The asymptotic edge density (i.e., the number of edges per vertex, see
(2.11)) is

ν(µ̂) = µ̂ tanh µ̂. (6.2)
Since 1 /∈ S, Theorem 3.1 shows that there is a giant component as soon

as µ̂ > 0, i.e., if λ > 1. In fact, it is easily seen that

Q(µ) = µ tanhµ
(

µ

tanhµ
− 1
)
.

One may study a random even subgraph of a general graph G. It turns out
that the random even subgraph with parameter p ∈ [0, 1

2 ] is related to the
random-cluster model on G with edge-parameter 2p and cluster-weighting
factor q = 2. When G is a planar graph, the random even subgraph may
be identified as the dual graph of the +/− boundary of the Ising model on
the (Whitney) dual graph of G with an appropriate parameter-value. This
relationship is especially fruitful when G is part of a planar lattice such as
the square lattice Z2. See [6] for a general account of the random-cluster
model, and [7] for its relationship with the random even subgraph and the
Ising model.

Example 6.4. S = {1, 3, 5, . . . }, the odd numbers. This time, φS(µ) =
sinhµ, and the characteristic equation is

µ coshµ
sinhµ

=
µ2

λ

with λ̂(µ) = µ tanhµ. Since 0 /∈ S and λ̂ is increasing, the unique solution
µ̂ is given as the unique positive solution of µ tanhµ = λ. Cf. Theorems
4.12(i) and 4.11(ii). There is no phase transition. This time,

Q(µ) =
µ

tanhµ
(µ tanhµ− 1).

Thus Q(µ̂) > 0 if and only if µ̂ tanh µ̂ > 1; since µ̂ tanh µ̂ = λ, it follows
that there is a giant component for λ > 1, and not for λ ≤ 1. (This also
follows from Remark 5.7 and (6.2).) In the critical case λ = 1 we have
µ̂ tanh µ̂ = 1 and numerically µ̂ ≈ 1.19968 and (asymptotic) edge density
ν(µ̂) = µ̂2/λ = µ̂2 ≈ 1.43923.

Example 6.5. S = {1, 2, 3, . . . } = Z≥1, graphs without isolated vertices.
We have that φS(µ) = eµ − 1, and the characteristic equation is

µeµ

eµ − 1
=
µ2

λ
.
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Since 0 /∈ S, we seek strictly positive solutions, which is to say that λ =
λ̂(µ) = µ(1−e−µ). Since µ(1−e−µ) is increasing on (0,∞), there is a unique
such solution µ̂ for every λ > 0. Cf. Theorem 4.11(ii).

We have that

Q(µ) =
µ(µ− 1)eµ

eµ − 1
.

Thus Q(µ̂) > 0 if and only if µ̂ > 1, which is to say that λ > λ̂(1) = 1− e−1.
There is a giant component when λ > 1 − e−1, and not when λ ≤ 1 − e−1.
In the critical case λ = 1 − e−1, µ̂ = 1 and the critical (asymptotic) edge
density is ν(µ̂) = µ̂2/λ = e/(e− 1) ≈ 1.58198.

Example 6.6. S = {0, 1}, matchings. We have that φS(µ) = 1 + µ, and
the characteristic equation is

µ

1 + µ
=
µ2

λ
.

Either µ = 0 or λ = λ̂(µ) = µ(1 + µ), so the solutions for given λ are µ = 0

and µ = −1
2 +

√
λ+ 1

4 . Since λ̂ is increasing, Theorem 4.11(ii) applies and

shows that µ̂ = −1
2 +

√
λ+ 1

4 for all λ > 0. This can also easily be verified
directly, using

ψS(µ) = log(1 + µ)− µ

2(1 + µ)
which yields ψ′S(µ) > 0 for µ ≥ 0 (cf. Lemma 4.10).

By Theorem 2.1, as n→∞,

n0

n

p−→ PoS(µ̂){0} =
1

φS(µ̂)
=

1
1 + µ̂

=
1
λ

{√
λ+

1
4
− 1

2

}
.

Obviously there is no giant component. Indeed, Q(µ) = −PoS(µ){1} < 0
for µ > 0.

Example 6.7. S = {0, 2}, isolated cycles. We have that φS(µ) = 1 + 1
2µ

2,
and the characteristic equation is

µ2

1 + 1
2µ

2
=
µ2

λ
.

Therefore, either µ = 0 or λ = λ̂(µ) = 1 + 1
2µ

2, so that the solutions for
a given λ are µ = 0 and, when λ > 1, µ =

√
2(λ− 1). Again, λ̂ is an

increasing function, and so is

ψS(µ) = log(1 + 1
2µ

2)−
1
2µ

2

1 + 1
2µ

2
,

by Lemma 4.10 or direct calculations. Thus, see Theorem 4.11(ii),

µ̂ =

{
0 when λ ≤ 1,√

2(λ− 1) when λ > 1.
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We thus have a continuous phase transition at λ = 1, of the same type as in
Example 6.3, see Theorem 4.12(iii) and Theorem 4.13(i). There is no other
phase transition.

It is easily seen that Q(µ) = 0 for all µ, which may be interpreted as
saying that the random graph is, in a certain sense, critical whenever λ > 1.
If we remove the isolated vertices, and condition on the number of remaining
vertices, we obtain a random regular graph with degree 2. Hence, for µ̂ > 0,
i.e., for λ > 1, we see that the largest component behaves as for S = {2},
see Example 6.2, with convergence of v(Γn,λn/n;S)/n to a distribution but
not to a constant.

Example 6.8. S = {0, 3}. This time, φS(µ) = 1 + 1
6µ

3, and the character-
istic equation is

1
2µ

3

1 + 1
6µ

3
=
µ2

λ
.

Either µ = 0, or

λ = λ̂(µ) =
1 + 1

6µ
3

1
2µ

. (6.3)

This is a convex function of µ with a minimum of 32/3 at the point µ = 31/3.
Hence, the characteristic equation has no positive root when λ < 32/3, one
such root if λ = 32/3, and two such roots if λ > 32/3. We have

ψS(µ) = log(1 + 1
6µ

3)−
1
4µ

3

1 + 1
6µ

3
.

Unlike the previous examples, ψS is not monotone, cf. Lemma 4.10. In fact,

ψS(31/3) = log(1 + 1
2)− 1

2 < 0 = ψS(0),

so the correct root is µ̂ = 0 (rather than 31/3) when λ = 32/3. The function
ψ has a minimum at µ = 31/3; ψ decreases on [0, 31/3] and increases on
[31/3,∞). There exists thus a unique µ0 > 31/3 such that ψS(µ0) = 0, and
we set λ0 = 2(1 + 1

6µ
3
0)/µ0. (Numerically, µ0 ≈ 2.03134 and λ0 = λ̂(µ0) ≈

2.36002.) We deduce that µ̂ = 0 for λ < λ0 while, for λ > λ0, µ̂ is the
largest root of (6.3). For λ = λ0, there are two roots µ of (6.3) with the
same value of ψS(µ), so we have a jump phase transition and Theorem 2.1
does not apply; see Theorems 4.12(iii) and 4.13(ii). There is no other phase
transition, and Λ̃ = {λ0}.

Since 1 /∈ S, by Theorem 3.1(ii), there exists a giant component whenever
λ > λ0. Indeed,

Q(µ) =
1
2µ

2

1 + 1
6µ

3
> 0

for every µ > 0.
The case S = {0, k}, k ≥ 4 is similar; we omit the details.
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Example 6.9. S = {1, 2, 4, 8, . . . } = {2j : j ≥ 0}. We claim that as j →∞,

λ̂(2jx) = 2jx2
(
1 + o(1)

)
, (6.4)

for every x ∈ (2/e, 4/e). (In fact, this holds uniformly on every closed
subinterval of (2/e, 4/e).) It follows that if a = 4/e and ε > 0 is small
and fixed, then for large j, λ̂((a − ε)2j) ≈ (a − ε)22j and λ̂((a + ε)2j) =
λ̂((a/2 + ε/2)2j+1) ≈ (a + ε)22j−1, so λ̂ drops by a factor of about 2 in
the vicinity of a2j . Consequently, for all large j, there is an interval Ij ⊂(
(a− ε)2j , (a+ ε)2j

)
where λ̂ is decreasing, and thus by Theorem 4.11 there

exists λ ∈ Λ̃ such that µ̂∗(λ) ≥ max Ij ≥ 2j . Hence the set {µ̂∗(λ) : λ ∈ Λ̃} is
unbounded and thus infinite, so Λ̃ is infinite and there is an infinite number
of phase transitions.

To verify (6.4) we show that if µ = 2jx ∈ (a2j−1, a2j) then φS(µ) =∑
k∈S µ

k/k! and φ′S(µ) =
∑

k∈S kµ
k/(k − 1)! are dominated by the terms

with k = 2j :

φS(µ) =
(
1 + o(1)

)µ2j

2j !
, φ′S(µ) =

(
1 + o(1)

) µ2j−1

(2j − 1)!
(6.5)

as j →∞; this yields that φ′S(µ) ∼ (2j/µ)φS(µ) and

λ̂(µ) =
µ

φ′S(µ)/φS(µ)
∼ µ

2j/µ
=
µ2

2j
= 2jx2.

Finally, to show (6.5), we observe by Stirling’s inequality that, as k →∞,

µk

k!
=
(
1 + o(1)

)
(2πk)−1/2

(eµ
k

)k
and thus, with ki = 2i,

µki+1

ki+1!

/ µki

ki!
=
(
1 + o(1)

)
2−1/2

( eµ
2ki

)2ki(eµ
ki

)−ki
=
(
2−1/2 + o(1)

)( eµ
4ki

)ki
,

which for µ = 2jx ∈ (a2j−1, a2j) is exponentially small if i ≥ j and expo-
nentially large if i < j. The estimate (6.5) for φS(µ) follows, and a similar
calculation with ki = 2i − 1 yields the result for φ′S(µ).

7. Multigraphs

As explained at the end of Section 2, we shall count multigraphs with
certain properties, and shall later relate our conclusions to simple graphs.
Let G∗n be the (infinite) set of all multigraphs on the vertex set {1, 2, . . . , n},
and let G∗n;S be the subset of S-multigraphs on {1, 2, . . . , n} (we extend
the definitions above to multigraphs in the obvious way, noting that a loop
counts two towards the degree of the vertex in question).
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Let ν ≥ 0. We define a random multigraph G∗n,ν by taking Po(ν) edges
between each pair of vertices and Po(1

2ν) loops at each vertex, these random
numbers being independent of one another. It is easily seen that this is
equivalent to assigning to each multigraph G ∈ G∗n the probability

P(G∗n,ν = G) = w(G)νe(G)e−n
2ν/2, (7.1)

where
w(G) := 2−`

∏
j≥2

j!−mj ,

with ` the number of loops of G, and mj the number of j-fold multiple edges
(including multiple loops). That is, mj = aj + bj where aj is the number
of distinct pairs of vertices joined by exactly j parallel edges, and bj is the
number of vertices having exactly j loops. See, e.g., Janson, Knuth,  Luczak
and Pittel [9].

Note that the total number of edges e(G∗n,ν) is Poisson-distributed with
parameter

(
n
2

)
ν+ 1

2nν = 1
2n

2ν. We further define the random S-multigraph
G∗n,ν;S by conditioning G∗n,ν on being an S-multigraph. Thus, for any multi-
graph G ∈ G∗n;S , by (7.1),

P
(
G∗n,ν;S = G

)
=

1
Z∗n,ν;S

w(G)νe(G), (7.2)

where

Z∗n,ν;S :=
∑

G∈G∗n;S

w(G)νe(G) = en
2ν/2 P(G∗n,ν is an S-multigraph). (7.3)

We shall assume, of course, that G∗n;S 6= ∅. It is easy to see that this holds
for all n if S contains some even number, but if all elements of S are odd,
then n has to be even. We tacitly assume this in the sequel.

If the multigraph G ∈ G∗n is simple, i.e. has no loops and no multiple edges,
then w(G) = 1 and (7.1) yields P(G∗n,ν = G) � νe(G) � P(Gn,p = G) when
ν = p/(1− p), i.e., p = ν/(1 + ν). Hence, assuming this relation between ν
and p, G∗n,ν conditioned on being simple has the same distribution as Gn,p.
Conditioning further on being S-graphs, we obtain the following.

Lemma 7.1. If ν = p/(1− p), then

Gn,p;S
d=
(
G∗n,ν;S | G∗n,ν;S is simple

)
.

We are interested in the case np → λ < ∞, and note that np → λ and
nν → λ are equivalent.

We shall also use the configuration model for random multigraphs with
given vertex degrees introduced by Bollobás [4], see Bollobás [5], Section II.4.
(See Bender and Canfield [2] and Wormald [18, 19] for related arguments.)
To be precise, let us fix the vertex degrees to be some non-negative integers
d1, d2, . . . , dn (assuming tacitly that

∑
i di is even); equivalently, we fix a

degree sequence d = (di)n1 . We attach di half-edges (or stubs) to vertex i.
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The total number of half-edges is thus 2N :=
∑n

i=1 di, and a configuration is
one of the (2N −1)!! = (2N)!/(2NN !) partitions of the set of half-edges into
N pairs. Each configuration defines a multigraph in G∗n by combining each
pair of half-edges to an edge; this multigraph has vertex degrees d1, . . . , dn
and N = 1

2

∑
i di edges. By taking a uniformly random configuration we

thus obtain a random multigraph G∗n,d with the given degree sequence d.
It is easily seen that every multigraph G ∈ G∗n with the given vertex de-

grees d1, . . . , dn arises from exactly w(G)
∏n
i=1 di! configurations. We obtain

therefore that the contribution to Z∗n,ν;S in (7.3) from a set of multigraphs
with given vertex degrees d1, . . . , dn ∈ S is given by summing νN/

∏n
i=1 di!

over all corresponding configurations. In particular, since the number of
configurations is (2N − 1)!!, the contribution to Z∗n,ν;S from all multigraphs
with vertex degrees d1, . . . , dn ∈ S equals

(2N − 1)!! νN∏n
i=1 di!

. (7.4)

Moreover, for given d = (di)n1 , the factor νN/
∏n
i=1 di! is a constant, so

by (7.1), the probability that G∗n,ν belongs to any given set of multigraphs
with this degree sequence d is proportional to the number of corresponding
configurations. Consequently, if di(G) denotes the degree of vertex i in a
(multi)graph G, and d(G) := (di(G))ni=1 for G ∈ G∗n, we obtain the following
well-known fact. (This is another reason for the weights w(G) in (7.1).)

Lemma 7.2. For any given degree sequence d = (di)n1 and any ν > 0, the
random multigraph G∗n,ν conditioned on having degree sequence d has the
distribution given by the configuration model; in other words,(

G∗n,ν | d(G∗n,ν) = d
) d= G∗n,d.

As a consequence, if every di ∈ S, the same holds for G∗n,ν;S .

We are interested in the case ν = λn/n, with λn → λ > 0.

Theorem 7.3. The results of Theorem 2.1(i)–(iii) hold with Gn,λn/n;S re-
placed by G∗n,λn/n;S . Furthermore,

1
n

log P(G∗n,λn/n is an S-graph)→ ψS(µ̂)− 1
2λ (7.5)

and n−1 logZ∗n,λn/n;S → ψS(µ̂).

We will prove Theorem 7.3 in the following section, and then obtain The-
orem 2.1 as a consequence using Lemma 7.1 and the following technical
result, which is proved in Section 9.

Lemma 7.4. If λn → λ > 0, then lim infn→∞ P
(
G∗n,λn/n;S is simple

)
> 0.
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8. Proof of Theorem 7.3

For notational convenience, we shall consider only the case λn = λ for
all n, while noting that our estimates may be extended to the general case
λn → λ. (The “constants” below generally depend on λ, but they may be
chosen uniformly for λ lying in any compact subset of (0,∞). Uniformity
as λ→ 0 is less obvious, and perhaps not always true, but it is remarked a
few times when it is important for later proofs.)

Let N n
S denote the set of all n = (n0, n1, . . . ) ∈ NS such that:

∑
j nj = n

and
∑

j jnj is even. We write z(n) for the contribution to Z∗n,λ/n;S from all
multigraphs with nj vertices of degree j, which is to say that

Z∗n,λ/n;S =
∑

n∈NnS

z(n) (8.1)

and

P
(
n(G∗n,λ/n;S) = n

)
=

z(n)
Z∗n,λ/n;S

, n ∈ N n
S . (8.2)

By (7.4) with N = 1
2

∑
j jnj and ν = λ/n,

z(n) =
n!
(∑

j jnj − 1
)
!!∏

j nj !
∏
j j!

nj

(λ
n

)N
. (8.3)

We note by Stirling’s formula that

(2N − 1)!! =
(2N)!
2NN !

=
(2N
e

)N(√
2 + O(N−1)

)
, (8.4)

and it is easily verified that

(2N − 1)!! ≥
(2N
e

)N
, N ≥ 0. (8.5)

Let n̂ = n̂(n) be a mode of the random sequence n(G∗n,λ/n;S), i.e., by (8.2),
a sequence in N n

S that maximizes z(n). (In the case of a tied maximum we
make an arbitrary choice.) We write N̂ = N̂(n) := 1

2

∑
j jn̂j .

We begin with a coarse but useful quantitative estimate, obtained by
considering only regular multigraphs. Let es := (δis)∞i=0, where δis is the
Kronecker delta. In the following lemma we take an even number s ∈ S, if
S contains such a number. If not, we pick an odd s ∈ S and must then, as
noted in the introduction, restrict ourselves to even values of n.

Lemma 8.1. Let s ∈ S, and assume that s is even if possible. Then

c5(s)n ≤ z(nes) ≤ z(n̂) ≤ Z∗n,λ/n;S ≤ C
n
6 . (8.6)

As a consequence,

P(G∗n,λ/n is an S-multigraph) ≥ cn6 ,
and, for any set H of multigraphs,

P(G∗n,λ/n;S ∈ H) ≤ Cn7 P(G∗n,λ/n ∈ H). (8.7)
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Proof. By (8.3) and (8.5),

z(nes) = (s!)−n(ns− 1)!!
(λ
n

)ns/2
≥ (s!)−n

(ns
e
· λ
n

)ns/2
,

which yields the first inequality in (8.6) with c5 = (s!)−1(sλ/e)s/2. The
second and third inequalities are trivial, and the fourth follows from (7.3)
(with ν = λ/n), which yields Z∗n,λ/n;S ≤ e

n2ν/2 = enλ/2.
By (7.3) and (8.6),

P(G∗n,λ/n is an S-multigraph) = e−λn/2Z∗n,λ/n;S ≥ c
n
6 ,

with c6 = c5e
−λ/2. Consequently, (8.7) follows with C7 = c−1

6 by the defini-
tion of conditional probabilities. �

Lemma 8.2. There exists a constant B = B(S, λ) such that∑
n∈NnS :N>Bn

z(n) < e−nz(n̂) ≤ e−nZ∗n,λ/n;S ,

where N = 1
2

∑
i ini. Hence, P

(
e(G∗n,λ/n;S) > Bn

)
< e−n.

More generally, for any x ≥ Bn,

P
(
e(G∗n,λ/n;S) > x

)
< e−x/B.

Moreover, for any λ0 > 0, the constant B can be chosen uniformly for all
λ ≤ λ0.

Proof. By (7.1),∑
n∈NnS :N>x

z(n) ≤
∑

n∈Nn:N>x

z(n) = enλ/2 P
(
e(G∗n,λ/n) > x

)
. (8.8)

Since the number of edges e(G∗n,λ/n) ∼ Po(1
2λn), it follows by standard

Chernoff estimates for the Poisson distribution, see e.g. [12, Corollary 2.4
and Remark 2.6], that if B ≥ 4λ and x ≥ Bn ≥ 4λn, then

P
(
e(G∗n,λ/n) > x

)
= P

(
Po(1

2λn) > x
)
< e−x. (8.9)

We choose
B ≥ max{4λ, 1

2λ+ 1− log c5(s)},
and find by (8.8), (8.9) and (8.6), since (B − 1)n ≤ (B − 1)x/B = x− x/B,∑

n∈NnS :N>x

z(n) < enλ/2−x−n log c5(s)z(n̂) ≤ e(B−1)n−xz(n̂) ≤ e−x/Bz(n̂).

The results follow by this and (8.2). �

Let n ∈ NS , and let j and k be two different indices in S such that nk ≥ 2,
and define n′ ∈ NS by n′j = nj + 2, n′k = nk − 2, and n′i = ni for i 6= j, k; in
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other words, we replace two vertices of degree k by vertices of degree j. By
(8.3), with N = 1

2

∑
i ini and N ′ = 1

2

∑
i in
′
i = N + j − k,

z(n′)
z(n)

=
(2N ′ − 1)!!
(2N − 1)!!

· nj !nk!
n′j !n

′
k!
· k!2

j!2
·
(λ
n

)N ′−N
=

nk(nk − 1)k!2

(nj + 1)(nj + 2)j!2
(2N)j−k

(λ
n

)j−k (
1 + O(|j − k|2/N)

)
.

For n = n̂ and any j, k ∈ S with n̂k ≥ 2, this quotient is ≤ 1. Hence, for all
j, k ∈ S (also, trivially, if n̂k < 2 or j = k),

n̂k(n̂k−1)k!2 ≤ (n̂j+1)(n̂j+2)j!2
(2λN̂

n

)k−j (
1 + O(|j − k|2/N̂)

)
. (8.10)

Furthermore, in the case k > j, we have N ′ < N and

(2N − 1)!! < (2N ′ − 1)!! (2N)k−j ,

and we obtain in the same way the sharper inequality

n̂k(n̂k − 1)k!2 ≤ (n̂j + 1)(n̂j + 2)j!2
(2λN̂

n

)k−j
. (8.11)

By Lemma 8.2,
N̂ ≤ Bn. (8.12)

Now let n→∞. Since N̂/n is bounded by (8.12), each subsequence has a
subsequence such that N̂/n converges. Consider such a subsequence, and
assume that 2N̂/n→ ν ≥ 0. Furthermore, let p̂j := n̂j/n. Then p̂ := (p̂j)∞0
is a probability distribution (the distribution of the degree of a random
vertex in a graph G with n(G) = n̂). Since the mean of this distribution
is
∑

j jp̂j = 2N̂/n, which is bounded by (8.12) as n→∞, this sequence of
distributions is tight, and by taking a further subsequence we may assume
that the distributions converge, i.e. that n̂j/n → pj for some probability
distribution (pj)∞0 and every j ≥ 0. Clearly, this probability distribution is
supported on S in that pj = 0 when j /∈ S.

We treat the cases ν > 0 and ν = 0 separately. Assume first that ν > 0.
Divide (8.10) by n2 and let n→∞ to find that

p2
kk!2 ≤ p2

jj!
2 (λν)k−j , j, k ∈ S,

and thus
p2
kk!2(λν)−k ≤ p2

jj!
2 (λν)−j , j, k ∈ S. (8.13)

Interchanging j and k we obtain equality in (8.13). Thus p2
jj!

2(λν)−j does
not depend on j ∈ S. Writing C2

8 for its common value, and µ :=
√
λν, we

deduce that

pj = C8
µj

j!
, j ∈ S. (8.14)
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If, instead, ν = 0, then
∑

i≥1 n̂i ≤ 2N̂ = o(n), so n̂0/n→ 1 and n̂i/n→ 0,
i ≥ 1; hence p0 = 1, and pj = 0 for j > 0. (Thus, ν = 0 implies that 0 ∈ S.)
Equation (8.14) holds in this case also, this time with µ = 0.

Hence, (8.14) holds in all cases. Summing over j and recalling (2.2), we
find that 1 = C8φS(µ) and thus C8 = φS(µ)−1. In particular, φS(µ) > 0,
another demonstration that µ = 0 is possible only when 0 ∈ S.

In summary, along the selected subsequence,

p̂j :=
n̂j
n
→ pj =

µj/j!
φS(µ)

= PoS(µ){j}, j ∈ S, (8.15)

which is to say that every subsequence possesses a subsequence along which

p̂ = (p̂j)∞0 → PoS(µ) (8.16)

for some µ. We next identify µ, and show that it is the same for all subse-
quences.

We constructed n′ above by changing by 2 the degrees of two vertices;
the reason was that this ensures that

∑
i in
′
i remains even. If j and k have

the same parity, i.e. j − k ≡ 0 (mod 2), then we may also argue as above
changing just one vertex degree from k to j. If further k ≥ j, this leads as
in (8.11) to the inequality

n̂kk! ≤ (n̂j + 1)j!
(2λN̂

n

)(k−j)/2
. (8.17)

We consider again a subsequence along which (8.16) holds for some µ. For
every k we apply (8.17) with j the smallest number in S of the same par-
ity as k. Using (8.15) for these (at most two) j, we obtain, with µn :=
(2λN̂/n)1/2 → (λν)1/2 = µ, uniformly for all k ∈ S,

n̂k ≤
1
k!
n
(
pj + o(1)

)
j!µk−jn =

n

φS(µ)k!
µk−jn

(
µj + o(1)

)
≤ n

φS(µ)k!
(µ+ 1)k

(
1 + o(1)

)
,

since µn < µ+ 1 for large n. Consequently, for every exponent r > 0,∑
k∈S

krp̂k =
∑
k∈S

kr
n̂k
n
≤
(
1 + o(1)

)
φS(µ)−1

∑
k∈S

kr

k!
(µ+ 1)k = O(1).

In other words, for every r ∈ (0,∞), the distributions p̂ have rth moments
that are uniformly bounded in n. It follows that all moments converge in
(8.16), i.e., for every r > 0,∑

k∈S
krp̂k =

∑
k∈S

kr
n̂k
n
→
∑
k∈S

krpk =
∑
k∈S

kr PoS(µ){k}. (8.18)

In particular, r = 1 yields, using (2.4)

2N̂
n

=
∑
k∈S

k
n̂k
n
→
∑
k∈S

kpk =
µφ′S(µ)
φS(µ)

. (8.19)
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On the other hand, we have assumed 2N̂/n → ν and µ =
√
λν, whence

ν = µ2/λ, so we have the consistency relation

µφ′S(µ)
φS(µ)

=
µ2

λ
. (8.20)

In other words, with E(λ) defined by (2.6), we have µ ∈ E(λ).
We summarize the result so far. Each subsequence of n possesses a sub-

sequence such that (8.16) and (8.18) hold for some µ ∈ E(λ), i.e., µ ≥ 0
satisfies (8.20) and, further, µ = 0 only if 0 ∈ S.

The next step is to find the right solution of (8.20) in the case when E(λ)
contains two or more points.

We continue to consider a subsequence for which (8.16) holds. By apply-
ing again (8.17) with j the smallest odd or even number in S as appropriate,
and using n̂j ≤ n and (8.12), we see that for some constants C9, C10,

n̂kk! ≤ C9nC
k
10. (8.21)

If k ≥ log n, then by Stirling’s formula, for large n,

log
(
k!C−k10

)
≥ k log k − k(1 + logC10) ≥ 2k > log(C9n),

and thus (8.21) yields n̂k < 1. Consequently, for large n,

n̂k = 0 for all k ≥ log n. (8.22)

Let us now estimate z(n̂) = maxn z(n). By (8.3) and Stirling’s formula,
recalling (8.4),

log z(n̂) = n log n− n+ O(log n)−
∑
i

(
n̂i log n̂i − n̂i + O(log(n̂i + 1))

)
−
∑
i

n̂i log(i!) + N̂
(
log(2N̂)− 1

)
+ O(1) + N̂ log(λ/n).

By (8.22), we only have to sum over i ≤ log n, and thus the sum of all O
terms is O(log2 n). Thus, with y :=

∑
i ip̂i = 2N̂/n,

1
n

log z(n̂) = log n− 1−
∑
i

p̂i
(
log n+ log p̂i − 1 + log i!

)
+
y

2
(
log y + log λ− 1

)
+ o(1)

= −
∑
i

p̂ilog(p̂ii!) +
y

2
(
log y + log λ− 1

)
+ o(1). (8.23)

For each i, p̂i → pi by (8.16), and in addition, by (8.19) and (8.20),

y =
∑
i

ip̂i →
∑
i

ipi = µ2/λ. (8.24)

Now, x log x ≥ −e−1 on [0,∞), whence p̂i log(p̂ii!) ≥ −e−1/i!, and by (8.21),

p̂i log(p̂ii!) ≤ p̂i log i! ≤ p̂ii log i ≤ p̂ii2 = O
(
i2Ci10/i!

)
.
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Consequently, by dominated convergence,

1
n

log z(n̂)→ −
∑
i

pilog(pii!) +
µ2

2λ

(
log

µ2

λ
+ log λ− 1

)
. (8.25)

Furthermore, by (8.15) and (8.24), if µ > 0,∑
i

pilog(pii!) =
∑
i

pi
(
i logµ− log φS(µ)

)
=
µ2

λ
logµ− log φS(µ); (8.26)

if µ = 0 this holds trivially with all terms zero. Hence, (8.25) yields, using
(8.20),

1
n

log z(n̂)→ −µ
2

λ
logµ+ log φS(µ) +

µ2

2λ
(
2 logµ− 1

)
= log φS(µ)− µ2

2λ
= log φS(µ)−

µφ′S(µ)
2φS(µ)

. (8.27)

Conversely, take any finite sequence (pi)Mi=0 with pi ≥ 0,
∑

i pi = 1 and
pi = 0 when i /∈ S. Define ni = nxi, rounded up or down to integers,
preserving

∑
i ni = n and possibly adjusting two of them by ±1 so that∑

i ini is even. As n→∞, we then obtain as in (8.23)–(8.25) (but simpler,
since the sums are finite), with ν :=

∑
i ipi,

1
n

log z(n)→ −
∑
i

pilog(pii!) +
ν

2

(
log ν + log λ− 1

)
.

Since, by definition, z(n̂) is maximal, z(n̂) ≥ z(n), and thus

lim inf
n→∞

log z(n̂)
n

≥ −
∑
i

pilog(pii!) +
ν

2

(
log ν + log λ− 1

)
. (8.28)

We have shown (8.28) for any probability distribution (pi) on S with finite
support. More generally, let (pi) be a probability distribution supported
on S with ν :=

∑
i ipi < ∞ and

∑
i pilog(pii!) < ∞. For M ≥ minS,

let p(M)
i := pi

/∑
j≤M pj for i ≤ M and apply (8.28) to (p(M)

i )Mi=0. It is
easily seen that the right hand side of (8.28) converges as M → ∞ to the
corresponding value for (pi), showing that (8.28) holds for (pi) also.

In particular, for any µ ∈ E(λ), we can use (8.28) with pi = PoS(µ){i}
given by (2.3) and, by (2.4),

ν :=
∑
i

iPoS(µ){i} =
µφ′S(µ)
φS(µ)

=
µ2

λ
.

Hence, (8.28) yields, by the calculations in (8.26) and (8.27),

lim inf
n→∞

log z(n̂)
n

≥ log φS(µ)−
µφ′S(µ)
2φS(µ)

= ψS(µ), (8.29)

for every µ ∈ E(λ). Comparing this to (8.27), we see that if (8.16) holds for
some subsequence and some µ ∈ E(λ), then this µ must maximize ψS(µ) =
ψS,1(µ;λ) over E(λ), in other words, µ = µ̂ as defined in Theorem 2.1. In
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particular, this shows that every subsequence possesses a subsequence such
that (8.16) holds with a fixed µ = µ̂; hence (8.16) holds for the full sequence
of n→∞, and

p̂ = (p̂j)∞0 → PoS(µ̂). (8.30)

Remark 8.3. We have for simplicity considered µ ∈ E(λ) only in (8.29);
for general µ ≥ 0 the lower bound obtained from this argument takes the
form, with ν = µφ′S(µ)/φS(µ),

log φS(µ) +
ν

2

(
log

νλ

µ2
− 1
)

= ψS,2(µ;λ)

defined and studied in Section 4.

We have so far studied the mode p̂ of the degree distribution. We now
show that the distribution is concentrated close to the mode.

Lemma 8.4. For every ε > 0, there exists c7 = c7(ε) > 0 such that, if n
is large enough then for every n ∈ N n

S with dTV

(
n/n,PoS(µ̂)

)
≥ ε, z(n) ≤

e−c7nz(n̂).

We will first show a weaker statement.

Lemma 8.5. For every ε > 0, there exists c8 = c8(ε) > 0 such that, if n
is large enough then for every n ∈ N n

S with dTV

(
n/n,PoS(µ̂)

)
≥ ε, either

z(n) ≤ e−c8nz(n̂), or there exists n′ ∈ N n
S with dTV(n/n,n′/n) ≤ 2/n and

z(n) ≤ (1− c8)z(n′).

Proof. Suppose this fails. Then there exists ε > 0 and a sequence n = n(n) ∈
N n
S with n → ∞, such that dTV

(
n/n,PoS(µ̂)

)
≥ ε, z(n) = e−o(n)z(n̂) and

z(n′) ≤ (1 + o(1))z(n) for all n′ ∈ N n
S with dTV(n/n,n′/n) ≤ 2/n, i.e., for

all n′ ∈ N n
S with

∑
i |ni − n′i| ≤ 4.

We now repeat much of the arguments presented above for the mode n̂.
First, we obtain that (8.10), (8.11) and (8.17) hold for these n, with an
extra factor 1 + o(1) on the right hand sides, uniformly in all j, k ∈ S (with
k ≥ j for (8.11) and k ≥ j and k ≡ j (mod 2) for (8.17)). Furthermore,
by Lemma 8.2 and the assumption z(n) = e−o(n)z(n̂), N := 1

2

∑
i ini ≤ Bn

(for large n). It follows, as above, that by considering a subsequence we
may assume that 2N/n → ν ∈ [0,∞) and n/n → p for some probability
distribution p, where, again as above, necessarily p = PoS(µ) for some
µ ∈ E(λ) and (8.27) holds for n.

Since log z(n) = o(n)+log z(n̂), this shows that ψS(µ) = ψS(µ̂), and thus
µ = µ̂, since µ̂ is assumed to be a unique maximum point. Consequently,
n/n

p−→ PoS(µ̂), which contradicts dTV

(
n/n,PoS(µ̂)

)
≥ ε. �

Proof of Lemma 8.4. By Lemma 8.5, if n is large enough, dTV

(
n/n,PoS(µ̂)

)
≥

ε, and z(n) > e−c8nz(n̂), there exists n(1) = n′ such that dTV(n/n,n(1)/n) ≤
2/n and z(n) ≤ (1− c8)z(n(1)); in particular, z(n(1)) > z(n).
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If also dTV

(
n(1)/n,PoS(µ̂)

)
≥ ε, we iterate and find n(2), and so on.

This gives a sequence n(0) = n,n(1), . . . ,n(L), where for l < L we have
dTV(n(l)/n,n(l+1)/n) ≤ 2/n and z(n(l)) ≤ (1− c8)z(n(l+1)), while

dTV

(
n(L)/n,PoS(µ̂)

)
< ε.

If further dTV

(
n/n,PoS(µ̂)

)
≥ 2ε, it follows that dTV

(
n/n,n(L)/n

)
> ε,

and thus the number of steps L > εn/2. Consequently,

z(n) ≤ (1− c8)Lz
(
n(L)

)
≤ (1− c8)Lz(n̂) ≤ exp

(
−1

2c8εn
)
z(n̂).

This proves Lemma 8.4 for 2ε, with c7(2ε) = min{1, 1
2ε}c8(ε). �

We now complete the proof of Theorem 7.3. Let ε ≥ 0 and let, with B as
in Lemma 8.2 and N = 1

2

∑
i ini,

A1 := {n ∈ N n
S : N > Bn},

Aε2 := {n ∈ N n
S : N ≤ Bn and dTV

(
n/n,PoS(µ̂)

)
≥ ε}.

Lemma 8.6. For every ε ≥ 0, |Aε2| ≤ |A0
2| = eo(n).

Proof. Suppose n = (ni)i ∈ A0
2. For each i, ni ≤ n, and thus the number of

choices of (ni)i≤√n is at most (n+1)
√
n+1 = exp

(
O(
√
n log n)

)
. Furthermore,∑

i ini = 2N ≤ 2Bn, and thus ni = 0 for i > 2Bn and∑
i>
√
n

ni ≤
2Bn√
n

= 2B
√
n,

so (ni)√n<i≤2BN may be described by a sequence of at most 2B
√
n numbers

in the range [
√
n, 2Bn] (the degrees of the corresponding vertices). Hence,

the number of choices of (ni)i>√n is at most (2Bn)2B
√
n = exp

(
O(
√
n log n)

)
.

Combining the two parts, |A0
2| = exp

(
O(
√
n log n)

)
. �

Now, fix ε > 0. By Lemmas 8.2, 8.4 and 8.6,

P
(
dTV

(
π(Gn,λn/n;S),PoS(µ̂)

)
≥ ε
)
≤ e−n +

|Aε2|e−c7nz(n̂)
Z∗n,λ/n;S

≤ e−c1n,

for some c1 > 0 and all large n. This proves (2.12) and hence (2.9) (for
G∗n,λ/n;S).

A similar calculation with ε = 0 yields

z(n̂) ≤ Z∗n,λ/n;S =
∑
n∈A1

z(n) +
∑
n∈A0

2

z(n) ≤ eo(n)z(n̂),

and thus logZ∗n,λ/n;S = log z(n̂) + o(n), which together with (8.27) implies
n−1 logZ∗n,λ/n;S → ψS(µ̂). By (7.3), this further yields (7.5).

Lemma 8.7. Uniformly in all k ≥ 0,

Enk(G∗n,λ/n;S) ≤ C11ne
−c9k.

Moreover, for any λ0, this holds uniformly in λ ≤ λ0.
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Proof. Let j be the smallest element of S with the same parity as k. Given
any n ∈ N n

S , let n′ ∈ N n
S be given by n′j := nj+1, n′k := nk−1 and n′i := ni,

i 6= j, k (assuming j < k and nk ≥ 1; otherwise n′ = n). By (8.3), cf. the
argument yielding (8.17),

z(n) ≤ z(n′)(nj + 1)j!
nkk!

(2λN
n

)(k−j)/2
,

and thus

nkz(n) ≤ C12n

k!

(2λN
n

)(k−j)/2
z(n′). (8.31)

Lemma 8.2 and (8.31) imply∑
n∈NnS

nkz(n) =
∑
n∈A1

nkz(n) +
∑

n∈A0
2, nk>0

nkz(n)

≤ ne−nz(n̂) +
C12n

k!
(2Bλ)(k−j)/2

∑
n′∈NnS

z(n′)

≤ ne−nZ∗n,λ/n;S + C13
Ck14n

k!
Z∗n,λ/n;S

and the result for 0 ≤ k ≤ 2Bn follows by dividing by Z∗n,λ/n;S , with c9 =
1/(2B).

Finally, if k > 2Bn, then for every i ≥ 1 we have nk ≥ i =⇒ N ≥
knk/2 ≥ ki/2 > Bn, and thus by Lemma 8.2

P
(
nk(G∗n,λ/n;S) ≥ i

)
≤ P

(
e(G∗n,λ/n;S) ≥ ki/2

)
≤ e−ki/(2B).

Hence, Enk(G∗n,λ/n;S) =
∑∞

i=1 P
(
nk(G∗n,λ/n;S) ≥ i

)
≤ 2e−k/(2B). �

Let Xn,K := n−1
∑K

k=0 k
rnk(G∗n,λ/n;S) be a partial sum of the sum in

(2.10) for G∗n,λ/n;S . Then, for every fixed K, by Lemma 8.7,

E(Xn,∞ −Xn,K) = E

( ∞∑
k=K+1

krnk(G∗n,λ/n;S)

n

)
≤

∞∑
k=K+1

C11k
re−c9k,

which can be made arbitrarily small by choosing K large. Since Xn,K
p−→∑K

k=0 k
r PoS(µ̂){k} as n→∞ for every fixed K, (2.10) follows by standard

arguments. (See, for example, the much more general [3, Theorem 4.2].)
This completes the proof of Theorem 7.3.

9. Proof of Lemma 7.4 and Theorem 2.1

Proof of Lemma 7.4. We use Lemma 7.2 together with the result of [8] (with
previous partial results by many authors) that states that, for a sequence of
degree sequences d = d(n) satisfying

∑
i di →∞, if

∑
i d

2
i = O

(∑
i di
)
, then
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lim inf P
(
G∗n,d is simple

)
> 0. (The converse holds also, see [8].) In other

words, for every K there exist constants aK and bK > 0 such that, if

(i)
∑
i

di ≥ aK and (ii)
∑
i

d2
i ≤ K

∑
i

di, (9.1)

then
P
(
G∗n,d is simple

)
≥ bK . (9.2)

Let p(d) := P
(
G∗n,d is simple

)
. By Lemma 7.2, for every K,

P
(
G∗n,λn/n;S is simple

)
= E p

(
d(G∗n,λn/n;S)

)
≥ bK P

(
d(G∗n,λn/n;S) satisfies (9.1)

)
. (9.3)

Thus, it suffices to show that lim inf P
(
d(G∗n,λn/n;S) satisfies (9.1)

)
> 0.

First, consider the case µ̂ > 0. By Theorem 7.3,

1
n

∑
i

di(G∗n,λn/n;S)r
p−→ Ar, r = 1, 2,

for some constants Ar > 0. Hence, taking K := A2/A1 + 1,

P
(
d(G∗n,λn/n;S) satisfies (9.1)

)
→ 1

and the result follows in this case.
Now suppose that µ̂ = 0, which can occur only if 0 ∈ S. Although the

graphs are sparser in this case, and intuitively it seems more probable that
they are simple, we have not found a really simple proof and have to work
harder in this case. (The proof above is not valid since now A1 = A2 = 0.)
Let S ′ := S\{0}, and let M := n−n0 be the number of non-isolated vertices
in G∗n,λn/n;S .

Let 0 ≤ m ≤ n and let V be any subset of {1, 2, . . . , n} with |V | = m.
If we condition G∗n,λn/n;S on having the set of non-isolated vertices equal to
V , we evidently get a random multigraph G∗m,λn/n;S′ on V (up to relabelling
the vertices) with n−m isolated vertices added. It follows that, for r > 0,(∑

i

di(G∗n,λn/n;S)r
∣∣∣M = m

)
d=
∑
i

di(G∗m,λn/n;S′)
r. (9.4)

Note that the relevant parameter of G∗m,λn/n;S′ is mλn/n, not λn. Since we
consider 0 ≤ m ≤ n, and the case m = 0 is trivial and thus can be ignored,
we have 0 < mλn/n ≤ λn ≤ C15, and thus Lemma 8.7 implies that

E
∑
i

di(G∗m,λn/n;S′)
2 = E

∞∑
k=1

k2nk
(
G∗m,λn/n;S′

)
≤ C16m, m ≤ n,

for some constant C16 not depending on m or n. Furthermore, since 0 /∈ S ′,
each vertex degree is at least 1 and

∑
i di(G

∗
m,λn/n;S′) ≥ m. Consequently,
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choosing K = 4C16, it follows by Markov’s inequality that, for every m ≤ n,
with probability at least 3

4 ,∑
i

di(G∗m,λn/n;S′)
2 ≤ 4C16m ≤ K

∑
i

di(G∗m,λn/n;S′).

Consequently, by conditioning on M and using (9.4),

P
(
(9.1)(ii) holds for G∗n,λn/n;S

)
≥ 3

4 .

Hence, whenever

P
(∑

i

di(G∗n,λn/n;S) ≥ aK
)
≥ 1

2 , (9.5)

then (9.1) fails for G∗n,λn/n;S with probability at most 1
2 + 1

4 = 3
4 , and thus

by (9.3)
P
(
G∗n,λn/n;S is simple

)
≥ 1

4bK .

The only remaining case is when µ̂ = 0 and (9.5) is false. We recall∑
i di(G) =

∑
j jnj(G) and define N ∗ := {n ∈ N n

S :
∑

j jnj < aK}. Thus
we now have, using (8.2),

1
2 < P

(
n(G∗n,λn/n;S) ∈ N ∗

)
=

1
Z∗n,λn/n;S

∑
n∈N ∗

z(n). (9.6)

Further, N ∗ is a finite set (with nj = 0 for j ≥ aK), and (8.3) yields

z(n) ≤ n!
n0!

(daKe)!!
(λn
n

) 1
2

P
jnj
≤ C17n

n−n0

(λn
n

) 1
2

P
jnj
, n ∈ N ∗. (9.7)

We now use Theorem 4.12, which shows that µ̂ = 0 is possible only when
1 /∈ S. Thus, if n ∈ N ∗ ⊂ NS , then n1 = 0 and 1

2

∑
j jnj ≥

∑∞
2 nj = n−n0;

hence, since λn = O(1) = O(n), by (9.7),

z(n) ≤ C18n
n−n0

(λn
n

)n−n0

≤ C19, n ∈ N ∗.

Therefore, by (9.6),

Z∗n,λn/n;S ≤ 2
∑

n∈N ∗
z(n) ≤ C20.

However, if En is the empty graph with n vertices and no edges, then by
(7.2), P

(
G∗n,λn/n;S = En

)
= 1/Z∗n,λn/n;S ≥ C−1

20 . Now En is simple, and so
the result follows in this case too. �

Proof of Theorem 2.1. By Lemmas 7.1 and 7.4, for any event E and n large
enough,

P
(
Gn,λn/n;S ∈ E

)
≤

P(G∗n,λn/n;S ∈ E)

P(G∗n,λn/n;S is simple)
≤ C21 P(G∗n,λn/n;S ∈ E).
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Hence parts (i)–(iii) follow directly from Theorem 7.3. Similarly,

P
(
Gn,λn/n is an S-graph

)
= P

(
G∗n,λn/n is an S-graph | G∗n,λn/n is simple

)
= P

(
G∗n,λn/n is simple | G∗n,λn/n is an S-graph

)P(G∗n,λn/n is an S-graph
)

P
(
G∗n,λn/n is simple

)
=

P
(
G∗n,λn/n;S is simple

)
P
(
G∗n,λn/n is simple

) P
(
G∗n,λn/n is an S-graph

)
and (iv) follows by Theorem 7.3 and Lemma 7.4 (applied both to S and
with S replaced by Z≥0). �

10. Proofs of Theorems 3.1 and 3.6

Proof of Theorem 3.1. The case µ̂ = 0 is trivial by Theorem 2.1, as remarked
in Remark 3.3, so we will assume µ̂ > 0. We use the results of Molloy and
Reed [14, 15] in the following version, see Janson and Luczak [11], Theorem
2.3 and Remark 2.7; we only consider the limiting degree distribution (pk)∞k=0
given by pk = PoS(µ̂){k}.

Let ν = ν(µ̂), Q = Q(µ̂), ξ̂, γ̂ and ζ̂ be as in Section 3; the existence of a
unique solution ξ̂ ∈ (0, 1) in (i) follows by [11, Lemma 5.5]. By assumption,
p0 + p2 < 1. Further, let Gn,d be the random graph with given degree
sequence d, chosen uniformly among all such graphs (assuming that there
is at least one), and let Γn,d and Γ(2)

n,d be the largest and second largest
components of Gn,d.

Theorem 10.1. Suppose that, for each n, d = (di)n1 is a sequence of non-
negative integers such that

∑n
i=1 di is even, and that

(i) |{i : di = k}|/n→ pk as n→∞, for every k ≥ 0;
(ii)

∑n
i=1 d

2
i = O(n).

Then, the following hold for the random graph Gn,d, as n→∞:

v(Γn,d)/n
p−→ γ̂, e(Γn,d)/n

p−→ ζ̂,

v(Γ(2)
n,d)/n

p−→ 0, e(Γ(2)
n,d)/n

p−→ 0.

This theorem is stated as a limit result, but it can be reformulated as
follows.

Theorem 10.2. For every ε > 0 and C < ∞, there exists δ > 0 such that
if n > δ−1 and d = (di)n1 is a degree sequence such that

∑n
i=1 di is even and

(i)
∑∞

k=0

∣∣|{i : di = k}|/n− pk
∣∣ < δ,

(ii)
∑n

i=1 d
2
i ≤ Cn,

then

P
(
|v(Γn,d)/n− γ̂| > ε

)
< ε, P

(
|e(Γn,d)/n− ζ̂| > ε

)
< ε,

P
(
v(Γ(2)

n,d)/n > ε
)
< ε, P

(
e(Γ(2)

n,d)/n > ε
)
< ε.
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By Theorem 2.1, for every ε > 0, a suitable C and sufficiently large n,
the random degree sequence d(Gn,λn/n;S) satisfies the conditions (i) and (ii)
of Theorem 10.2 with probability at least 1− ε.

Since (Gn,λn/n;S | d(Gn,λn/n;S = d) d= Gn,d by Lemmas 7.2 and 7.1, it
follows that P

(
|v(Γn,λn/n;S)/n − γ̂| > ε

)
< 2ε if n is large enough, and

similarly for e(Γn,λn/n;S) and for Γ(2)
n,λn/n;S , which proves Theorem 3.1. �

Proof of Theorem 3.6. This proof is similar, using [10, Theorem 2.4]; we
omit the details while noting that we now need condition (i) of Theorem 10.2,
and in addition the condition (ii′) (stronger than (ii) above) that

∑n
i=1 e

cdi ≤
Cn for some c > 0. This holds for d(Gn,λn/n;S) with probability > 1− ε for
suitable c and C (that may depend on ε), as a consequence of the following
corollary of Lemma 8.7.

Lemma 10.3. Assume that λn → λ > 0. If c < c9, then

E
n∑
i=1

e
cdi(G

∗
n,λn/n;S) = E

∞∑
k=0

nk(G∗n,λn/n;S)eck ≤ C22n.

By Lemmas 7.1 and 7.4, the conclusion of the lemma is valid for Gn,λn/n;S
also. �
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