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Asymptotic normality of statistics on permutation tableaux

Pawe�l Hitczenko and Svante Janson

Abstract. We use a probabilistic approach to give new derivations of the
expressions for the probability generating functions of basic statistics defined
on permutation tableaux. Since our expressions are exact, we can identify the
distributions of such basic statistics as the number of unrestricted rows, the
number of rows, and the number of 1s in the first row. All three distributions

were known, via involution on permutation tableaux and bijections between
permutation tableaux and permutations, to be asymptotically normal after
suitable normalizations. Our technique gives direct proofs of these results, as
it allows us to work directly with permutation tableaux. We also establish
the asymptotic normality of the number of superfluous 1s. This last result
relies on a bijection between permutation tableaux and permutations, and on
a rather general sufficient condition for the central limit theorem for the sums
of random variables, in terms of a dependency graph of the summands.

1. Introduction

Permutation tableaux are relatively new objects that are in bijection with per-
mutations [Bu, CoN, SW]. They were introduced in the context of enumeration of
totally positive Grassmannian cells [P, W]. More recently, permutation tableaux
generated additional research activity when they were connected in [Co, CoW,
CoW1] to a particle model in statistical physics called the Partially ASymmetric
Exclusion Process (PASEP); see [BrE, BrCPRE, DDM, DEHP, DS, S, USW]
for more information on PASEP.

A permutation tableau [SW] is a Ferrers diagram of a partition of a positive
integer into non-negative parts, whose boxes are filled with 0s and 1s according to
the following rules:

(1) Each column of the diagram contains at least one 1.
(2) There is no 0 which has a 1 above it in the same column and a 1 to its

left in the same row.

An example is given in Figure 1.
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Figure 1. Example of a permutation tableau.

The size parameter of a permutation tableau is its length, defined as the number
of rows plus the number of columns. For example, the tableau in Figure 1 has 6 rows
and 7 columns, so its length is 13.

Various statistics on permutation tableaux were defined in [CoW1, SW]. We
recall that a 0 in a permutation tableau is restricted if there is a 1 above it in the
same column. A row is unrestricted if it does not contain a restricted 0. A 1 is
superfluous if it has a 1 above itself in the same column. We shall be interested
in the number of unrestricted rows, the number of superfluous 1s, as well as the
number of 1s in the top row, and the number of rows. For example, the tableau
in Figure 1 has three superfluous 1s, six rows, three 1s in the top row, and five
unrestricted rows.

Most of the past research on statistics of permutation tableaux was based on
bijections between permutation tableaux of length n and permutations of [n] :=
{1, . . . , n}, and used known properties of permutations. This was not always easy, as
sometimes it is not that easy to see into what parameter a given statistic is mapped
by a bijection. In [CoH] a direct approach based on a probabilistic consideration
was proposed. It enabled the authors to compute the expected values of these
statistics in a simple and unified way. In this work we go one step further: we use
the approach proposed in [CoH] to compute the probability generating functions
of the quantities in question. This will allow us, in particular, to obtain new and
direct proofs of several results concerning the limiting distributions of (properly
normalized) statistics on permutation tableaux. The original proofs of these results
were based on bijective methods. As a matter of fact, since the approach proposed
in [CoH] allows for exact (and not only asymptotic) computation, in most cases
we shall be able to identify the distribution of a given statistic, exactly as was the
case with the bijective approach. As consequences, we shall see, in particular, that:

• the number of unrestricted rows in a random permutation tableau of
length n has the same distribution as the number of cycles, or the number
of records, in a random permutation of [n] (a record in a permutation
σ = (σi) is any σi such that σi > σj for j < i);

• the number of rows has the same distribution as the number of descents
in a random permutation counted by Eulerian numbers (a descent in (σi)
is any pair (σi, σi+1) such that σi > σi+1);

• the number of 1s in the first row is, in distribution, one less than the
number of unrestricted rows.

Earlier proofs of the first two results follow from the analysis of known bijections
between permutations and permutation tableaux (see [CoN, SW]), while the third
is a consequence of an involution on permutation tableaux presented in [CoW1].
However, neither the involution from [CoW1] nor any of the bijections from [CoN,
SW] are very straightforward. In addition, the first two results given above required
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differing bijections in [SW]. So, while these bijections carry more information, they
turn out to be rather cumbersome to work with. In contrast, our approach allows us
to work directly with permutation tableaux without the disadvantage of having to
appeal to the bijections and the involution given in [CoN, SW, CoW1]. Looked
at from this perspective, our approach provides a streamlined and unified derivation
of the above results.

As for the number of superfluous 1s, the situation is a bit more complicated.
Although we do derive its probability generating function, we do not deduce directly
from this the asymptotic normality of its distribution. Instead, we shall rely on the
fact that one of the two bijections between permutation tableaux and permutations
described in [SW] sends the number of superfluous 1s to the number of occurrences
of the generalized pattern 31−2, and we shall prove the central limit theorem for
the number of such occurrences in a random permutation of [n] (an occurrence of
the generalized pattern 31−2 in a permutation (σi) is any pair (i, j), 1 < i < j, with
σi−1 > σj > σi). Our proof is based on a rather general sufficient condition for the
central limit theorem developed in [J] and [J�LR, Section 6.1]. Bóna [Bó] has used
the same method to obtain similar results on asymptotic normality for generalized
permutation patterns, but as far as we know the central limit theorem for the
number of occurrences of a generalized pattern such as 31−2 is new. Furthermore,
the number of permutation tableaux of length n with k superfluous 1s is equal to
the number of permutations of [n] with k crossings (a crossing [Co] in (σi) is a pair
(i, j) such that i < j � σi < σj or i > j > σi > σj). It follows, therefore, that the
number of crossings in a random permutation of [n] is asymptotically normal.

2. Basic facts

Let Tn be the set of all permutation tableaux of length n. We denote the
uniform probability measure on Tn by Pn, and En will denote the expectation
with respect to Pn. We denote by Rn, Cn, Un, Fn, and Sn the random variables
representing the numbers of rows, columns, unrestricted rows, 1s in the top row,
and superfluous 1s, respectively, in a random tableau of length n. (We may allow
n = 0; there is a single empty permutation tableau of length 0, and U0 = F0 =
R0 = C0 = S0 = 0. It is sometimes convenient to start inductions with n = 0, but
for simplicity we often treat n � 1 only.)

If F is a σ-algebra then E( · |F) denotes the conditional expectation given F.
If X is non-negative integer valued, for example one of the permutation tableaux
statistics just defined, we let gX(z) = E zX be its probability generating function
(in general defined at least for |z| � 1; for the variables consider here, z can be any
complex number). We shall often omit the subscript X.

The arguments in [CoH] were based on a construction of tableaux of size k
from tableaux of size k−1 by extending the latter from the south-west (SW) corner
either to the south (creating a new empty row) or to the west (creating and then
filling a new column). Note that each permutation tableau in Tk is an extension of
a unique permutation tableau in Tk−1. We refer the reader to [CoH, Section 2] for
details. We let Mk indicate the direction of the move at the kth step (i.e., when
the length is increased from k−1 to k). We refer to Mk as the kth move, and write
Mk = S or Mk = W to indicate its direction.

The following simple observations were crucial for the arguments in [CoH] and
are crucial here as well (see [CoH] for some details that are omitted here).
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• When extending a tableau by a W move, the new column must be filled
with 0s and 1s; each restricted row must be filled with 0s, but the unre-
stricted rows can be filled arbitrarily except that there must be at least
one 1. Hence, a tableau with U unrestricted rows can be extended by a W
move in 2U − 1 ways; since there always is a unique S move, the total
number of extensions is 2U .

• We use Tn to denote a generic element of Tn, and use Tn−1 to denote
the corresponding element of Tn−1 (i.e., such that Tn is an extension
of Tn−1); we let Un = Un(Tn) be the number of unrestricted rows in Tn and
Un−1 = Un−1(Tn−1) the number of unrestricted rows in Tn−1, and simi-
larly for the other variables that we study. In this way, Pn induces a prob-
ability measure (also denoted Pn) on Tn−1, namely each element of Tn−1 is
assigned a measure that is proportional to the number of tableaux from Tn

that it generates when its length is increased from n− 1 to n. Note that
this differs from the uniform distribution Pn−1 on Tn−1. Since |Tn| = n!
and a tableau T from Tn−1 generates 2Un−1(T ) tableaux of length n, the
relationship between these two measures is easy to find. One way to state
this relationship is that if X is any random variable on Tn−1 then

(2.1) En X =
1

n
En−1

(
2Un−1X

)
,

where integration on the left is with respect to the measure induced on
Tn−1 by Pn, and integration on the right is with respect to Pn−1. Equiv-
alently, if we let Fn−1 be the σ-algebra on Tn generated by the mapping
Tn �→ Tn−1, then dPn /dPn−1 = 2Un−1/n on Fn−1.

• The sequence of distributions of the number of unrestricted rows is given
as follows: U0 ≡ 0, U1 ≡ 1, and for n � 1 the conditional distribution
of Un given Fn−1 (i.e., given Tn−1) is (under Pn)

(2.2) L(Un | Fn−1) = 1 + Bin(Un−1),

where Bin(m) denotes a binomial random variable with parameters m
and 1/2.

To illustrate how these facts are put together, consider the number of unrestricted
rows, Un. For its probability generating function we have:

gUn
(z) = En z

Un = En En

(
zUn | Fn−1

)
= En En

(
z1+Bin(Un−1) | Fn−1

)
= z En

(z + 1

2

)Un−1

=
z

n
En−1

(
2Un−1

(z + 1

2

)Un−1
)

=
z

n
En−1 (z + 1)

Un−1 ,

(2.3)

where we have used (in order) conditioning, (2.2), the obvious fact that gBin(m)(z) =

E zBin(m) =
(
z+1
2

)m
, and (2.1). It follows by induction, and the fact gU1

(z) = z,
that

(2.4) gUn
(z) =

Γ(z + n)

Γ(z)n!
=

(
z + n

n

)
=

n−1∏
j=0

z + j

j + 1
=

n∏
k=1

(
1− 1

k
+

z

k

)
.

The factor on the right-hand side is the probability generating function of a random
variable which is 1 with probability 1/k and 0 with probability 1− 1/k. Since the
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product of probability generating functions corresponds to summing independent
random variables, we obtain the following statement

Theorem 2.1. The number of unrestricted rows Un is distributed like

Un
d
=

n∑
k=1

Jk,

where J1, J2, . . . , are independent indicators with P(Jk = 1) = 1/k. In particular,

if hn =
∑n

k=1 k
−1 and h

(2)
n =

∑n
k=1 k

−2 are the nth harmonic and generalized
harmonic numbers, respectively, then

En Un =

n∑
k=1

P(Jk) = hn, varn(Un) =

n∑
k=1

var(Jk) =
n∑

k=1

1

k

(
1− 1

k

)
= hn − h(2)

n ,

and
Un − lnn√

lnn

d−→ N(0, 1),

where N(0, 1) denotes a standard normal random variable.

Remark 2.2. It is seen from the above statement that the distribution of Un

coincides with the distribution of the number of cycles in a random permutation
of [n] (see for example [F, Chapter X, Section 6(b)] or [R, Chapter 4, Section 3]), or,
equivalently, the number of RL minima in a random permutation (which is known
to be equidistributed with the number of cycles). Indeed, the bijections between
permutation tableaux and permutations described in [CoN] map unrestricted rows
onto RL minima in the corresponding permutation.

Remark 2.3. More generally, we may define on Tn permutation tableaux Tk ∈
Tk for every k � n, such that Tk+1 is an extension of Tk, and let Fk be the σ-algebra
generated by Tk. It can be seen by induction, similar to (2.3), that a permutation
tableau Tk of length k can be extended to (n − k)! (n − k + 1)Uk(Tk) permutation
tableaux in Tn, and hence dPn /dPk = (n − k + 1)Uk/

(
n
k

)
on Fk, 1 � k � n.

Furthermore, (2.4) can be generalized to

En(z
Un | Fk) =

Γ(z + n− k)k!

Γ(z)n!
(z + n− k)Uk .

We can study further the sequence (Uk)
n
k=1 as a stochastic process under Pn; similar

calculations show that this is an inhomogeneous Markov process with transitions
given by L(Uk+1 | Fk) = 1 + Bin(Uk,

n−k
n−k+1 ), which generalizes (2.2).

3. The number of 1s in the first row

Recall that Fn denotes the number of 1s in the top row of a random permu-
tation tableau of length n. The following fact is a consequence of an involution
on permutation tableaux given in [CoW1]. Since this involution is not too easy
to describe, we provide a more direct justification of (3.1) based on the arguments
given in the preceding section.

Theorem 3.1. For every n � 1, we have

(3.1) Fn
d
= Un − 1.

In particular,
En Fn = hn − 1, varn(Fn) = hn − h(2)

n ,
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and
Fn − lnn√

lnn

d−→ N(0, 1).

To establish (3.1), it will be convenient to prove some auxiliary lemmas. Define
Gk to be the position (counting only unrestricted rows) of the topmost 1 on the
kth move, provided that this move is W. Then

Fn =

n∑
k=1

IGk=1.

Note that Gk is undefined if the kth move is S. While it is inconsequential in this
section as we shall be interested in the event {Gk = 1}, for the purpose of the
subsequent sections it is convenient to set Gk = Uk−1 + 1 if the kth move is S. We
have

Lemma 3.2. For all k � 2,

Pk(Gk = 1 | Fk−1) =
1

2
.

Proof. A given tableau T ∈ Tk−1 has 2Uk−1(T ) extensions. The number
of extensions by a W move with a 1 in the topmost row (which always is unre-
stricted) is 2Uk−1(T )−1 since the other Uk−1(T ) − 1 unrestricted rows can be filled
arbitrarily. Hence the probability that Gk = 1 in a random extension of T is
2Uk−1(T )−1/2Uk−1(T ) = 1/2. �

Lemma 3.3. For any complex numbers z, w and every k � 2,

Ek(z
IGkwUk | Fk−1) = w

z + w

w + 1

(
w + 1

2

)Uk−1

.

Proof. Let T ∈ Tk−1. If T is extended with Gk = 1, i.e., by a W move with
1 added in the topmost row, then we may add 0 or 1 arbitrarily to all other unre-
stricted rows, and the rows with 1 added remain unrestricted. Hence, conditionally
given Gk = 1, the extension has 1 + Bin(Uk−1(T ) − 1) unrestricted rows. Recall
from (2.2) that without further conditioning, the number of unrestricted rows is
1 + Bin(Uk−1(T )). Consequently, using also Lemma 3.2,

Ek(z
IGkwUk | Fk−1) = z Ek(w

UkIGk=1 | Fk−1) + Ek(w
UkIGk �=1 | Fk−1)

= (z − 1)Ek(w
UkIGk=1 | Fk−1) + Ek(w

Uk | Fk−1)

= (z − 1)Ek(w
1+Bin(Uk−1−1)IGk=1 | Fk−1) + Ek(w

1+Bin(Uk−1) | Fk−1)

= (z − 1)w

(
w + 1

2

)Uk−1−1

Pk(Gk = 1 | Fk−1) + w

(
w + 1

2

)Uk−1

= (z − 1)
w

w + 1

(
w + 1

2

)Uk−1

+ w

(
w + 1

2

)Uk−1

= w
z + w

w + 1

(
w + 1

2

)Uk−1

. �
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Lemma 3.4. The joint probability generating function of Fn and Un is given
by

En

(
zFnwUn

)
= w

Γ(z + w + n− 1)

Γ(z + w)n!
= w

n∏
k=2

z + w + k − 2

k
.

Proof. By Lemma 3.3 and (2.1),

En

(
zFnwUn

)
= En En

(
zFn−1+IGn=1wUn | Fn−1

)
= En

(
zFn−1w

z + w

w + 1

(w + 1

2

)Un−1
)

= w
z + w

w + 1

1

n
En−1

(
zFn−1(w + 1)Un−1

)
,

and the formula follows by induction. �

We can now complete the proof of Theorem 3.1.

Proof of Theorem 3.1. Taking w = 1 in Lemma 3.4 we obtain

En z
Fn =

Γ(z + n)

Γ(z + 1)n!
,

which equals En zUn−1 by (2.4). �

Note that we recover (2.4) by taking z = 1 in Lemma 3.4. We can also describe
the joint distribution of Fn and Un.

Theorem 3.5. For every n � 1, the joint distribution of Fn and Un is given
by

(Fn, Un)
d
=

n∑
k=1

(Jk, Ik),

where the random vectors (Jk, Ik) are independent and J1 = 0, I1 = 1, and, for
k � 2, P(Ik = 1, Jk = 0) = P(Ik = 0, Jk = 1) = 1/k, P(Ik = 0, Jk = 0) = 1− 2/k.

Proof. We have E(zJkwIk) = (k − 2 + z + w)/k if k � 2 and w if k = 1,
and thus the joint probability generating function of the right-hand side equals the
product in Lemma 3.4. �

Corollary 3.6. The covariance of Fn and Un is

covn(Fn, Un) = En(FnUn)− En Fn En Un = −(h(2)
n − 1).

Proof. We have cov(Jk, Ik) = −E Jk E Ik = −k−2 for k � 2, and cov(J1, I1) =
0, and thus by Theorem 3.5, cov(Fn, Un) =

∑n
k=2 k

−2. �

It easily follows further from the central limit theorem for vector-valued random
variables, e.g., with Lyapunov’s condition, that the normal limits in Theorems 2.1
and 3.1 hold jointly, with the joint limit being a pair of two independent standard
normal variables. We omit the details.
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4. The number of rows

In this section we consider the number of rows Rn in a random permutation
tableau of length n. Since the rows of a permutation tableau correspond to S steps
in the process of its construction, we can write

Rn =
n∑

k=1

IMk=S.

Lemma 4.1. For 1 � k � n and any complex numbers z, w we have

Ek

(
zRkwUk

)
=

w(z − 1)

k
Ek−1

(
zRk−1wUk−1

)
+

w

k
Ek−1

(
zRk−1(w + 1)Uk−1

)
.

Proof. By conditioning on Fk−1 we get

(4.1) Ek(z
RkwUk) = Ek

(
zRk−1 Ek(z

IMk=SwUk | Fk−1)
)
.

Note that Mk = S if and only if Uk = 1 + Uk−1 and, conditionally on Fk−1, this
happens with probability 1/2Uk−1 . Hence, using also Lemma 3.3 with z = 1 (or the
argument in (2.3)),

Ek(z
IMk=SwUk | Fk−1) = Ek

(
(zIMk=S − 1)wUk | Fk−1

)
+ Ek(w

Uk | Fk−1)

= Ek

(
(z − 1)IMk=Sw

Uk | Fk−1

)
+ w

(
w + 1

2

)Uk−1

= (z − 1)
w1+Uk−1

2Uk−1
+ w

(
w + 1

2

)Uk−1

= w(z − 1)
(w
2

)Uk−1

+ w

(
w + 1

2

)Uk−1

.

Putting this into (4.1) and applying (2.1) proves the lemma. �
We can now compute the probability generating function of Rn.

Theorem 4.2. We have

gRn
(z) =

1

n!

n∑
r=1

〈
n

r − 1

〉
zr,

where
〈
n
k

〉
are the Eulerian numbers counting the number of permutations σ =

(σ1, . . . , σn) of [n] with k descents (recall that a descent is a pair (σj , σj+1) such
that σj > σj+1). Thus Rn has the same distribution as 1 plus the number of
descents in a random permutation of [n].

Proof. Consider En z
Rn . Applying Lemma 4.1 k times and collecting the

terms involving the expectation of the same expression, we see that it is of the form

(4.2) En z
Rn =

1

n · · · (n− k + 1)

k∑
m=0

ck,m(z)En−k

(
zRn−k(m+ 1)Un−k

)
(for 0 � k � n), with certain coefficient functions ck,m = ck,m(z). Apply Lemma 4.1
again to each of the expectations in the sum to get

En−k

(
zRn−k(m+ 1)Un−k

)
=

(m+ 1)(z − 1)

n− k
En−k−1

(
zRn−k−1(m+ 1)Un−k−1

)
+

m+ 1

n− k
En−k−1

(
zRn−k−1(m+ 2)Un−k−1

)
.
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Putting that back in, we see that (n · · · (n− k))gRn
(z) is equal to

k∑
m=0

ck,m(m+ 1)(z − 1)En−k−1

(
zRn−k−1(m+ 1)Un−k−1

)

+

k∑
m=0

ck,m(m+ 1)En−k−1

(
zRn−k−1(m+ 2)Un−k−1

)
.

By rearranging the terms this is

ck,0(z − 1)En−k−1

(
zRn−k−1

)
+

k∑
m=1

ck,m(m+ 1)(z − 1)En−k−1

(
zRn−k−1(m+ 1)Un−k−1

)

+
k−1∑
m=0

ck,m(m+ 1)En−k−1

(
zRn−k−1(m+ 2)Un−k−1

)
+ ck,k(k + 1)En−k−1

(
zRn−k−1(k + 2)Un−k−1

)
= ck,0(z − 1)En−k−1 z

Rn−k−1

+
k∑

m=1

{ck,m(m+ 1)(z − 1) +mck,m−1}En−k−1

(
zRn−k−1(m+ 1)Un−k−1

)
+ ck,k(k + 1)En−k−1

(
zRn−k−1(k + 2)Un−k−1

)
=

k+1∑
m=0

ck+1,m En−k−1

(
zRn−k−1(m+ 1)Un−k−1

)
,

where the coefficients ck,m satisfy the following recurrence: ck,m = 0 unless 0 �
m � k, c0,0 = 1, and for 0 � m � k,

ck,m = mck−1,m−1 + (m+ 1)(z − 1)ck−1,m.

It follows by induction that ck,m(z) is a constant times (z − 1)k−m, so

ck,m = ak,m(z − 1)k−m,

where a0,0 = 1 and

(4.3) ak,m =

{
mak−1,m−1 + (m+ 1)ak−1,m, if 0 � m � k, k � 1;

0, otherwise.

If we now let k = n − 1 in (4.2) and use E1

(
zR1(m + 1)U1

)
= z(m + 1), then

we get

(4.4) gRn
(z) =

z

n!

n−1∑
m=0

(m+ 1)cn−1,m =
z

n!

n−1∑
m=0

(m+ 1)an−1,m(z − 1)n−1−m.

The recurrence (4.3) is solved by

ak,m = m!

{
k + 1

m+ 1

}
,
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where
{

k
m

}
is the number of partitions of a k-element set into m non-empty subsets

(recall the basic recurrence
{

k+1
m+1

}
= (m+ 1)

{
k

m+1

}
+
{

k
m

}
). Hence, (4.4) becomes

gRn
(z) =

z

n!

n−1∑
m=0

(m+ 1)!

{
n

m+ 1

}
(z − 1)n−(m+1)

=
z

n!

n∑
m=0

m!

{
n

m

}
(z − 1)n−m,

where in the last step we shifted the index by one and used
{
n
0

}
= 0 for n � 1.

This completes the proof, since for a complex z (see [K, Section 5.1.3]),

n∑
r=1

〈
n

r − 1

〉
zr

n!
=

z

n!

n∑
m=0

m!

{
n

m

}
(z − 1)n−m. �

Once the coefficients have been identified as Eulerian numbers we can use their
known properties (see, e.g., [DB, Chapter 10, pp. 150–154]) to obtain

Corollary 4.3. The number of rows Rn in a random permutation tableau of
length n satisfies

(4.5)
Rn − (n+ 1)/2√

(n+ 1)/12

d−→ N(0, 1).

In fact, a local limit theorem holds as well (see, e.g., [CKSS] or [E]).
Moreover, for the number of columns in a random permutation tableau, by

definition, we have Cn = n−Rn. Further, let Dn denote the number of descents in

a random permutation; thus Rn
d
= Dn + 1 by Theorem 4.2. Hence Cn = n−Rn

d
=

n− 1−Dn = An, the number of ascents in a random permutation. By symmetry,

An
d
= Dn

d
= Rn − 1, and thus we obtain the following symmetry property:

Corollary 4.4. The number Cn of columns in a random permutation tableau

satisfies Cn
d
= Rn − 1. In particular,

Cn − (n− 1)/2√
(n+ 1)/12

d−→ N(0, 1).

The fact that Rn−1
d
= Cn

d
= Dn

d
= An follows also, by the bijections described

in [CoN].

Remark 4.5. The coefficients in (4.4) can be more explicitly written as

(4.6) an−1,n−r−1 = (n− r − 1)!
∑

1�j1<···<jr�n−1

j1(j2 − 1) · · · (jr − (r − 1)).
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This can be seen by putting them in a Pascal-type triangle

a0,0
↙ ↘

a1,0 a1,1

↙ ↘ ↙ ↘
. . . . . . . . .
. . . . . . . . .

↙ ↘ ↙ . . . ↘ ↙ ↘
an−1,0 an−1,1 . . . an−1,n−2 an−1,n−1

and observing that by (4.3), a move down (either SW or SE) from a coefficient
ak,m has weight m+ 1. The value of a given coefficient at the bottom is obtained
by summing, over all possible paths leading to it from the root a0,0, the products
of weights corresponding to the moves along the path. Any path contributing to
an−1,n−1−r, 0 � r � n − 1 has exactly r SW moves, and if they are from levels
j1, . . . , jr (with level 0 at the top and n − 1 at the bottom), then the path has
weight

(n− 1− r)! (j1 + 1)j2(j3 − 1) · · · (jr − (r − 2)),

and (4.6) follows by renumbering the terms.
Expression (4.6) gives a direct way to get the moments; from (4.4) the proba-

bility generating function of Rn − 1 is

gRn−1(z) =
1

n!

n−1∑
r=0

(n− r)an−1,n−r−1(z − 1)r,

and thus the rth factorial moment of Rn − 1 is

En

(
(Rn − 1)(Rn − 2) · · · (Rn − r)

)
=

dr

dzr
gRn−1(z)

∣∣∣
z=1

=
r!(n− r)

n!
an−1,n−r−1

=
r! (n− r)!

n!

∑
1�j1<···<jr�n−1

j1(j2 − 1) · · · (jr − (r − 1)).

In particular,

En Rn = 1 + En(Rn − 1) = 1 +
1

n

n−1∑
j=1

j = 1 +
n− 1

2
=

n+ 1

2
,

and

var(Rn) = var(Rn − 1) = En((Rn − 1)(Rn − 2)) + En(Rn − 1)− (En(Rn − 1))2

=
2

(n− 1)n

∑
1�j1<j2�n−1

j1(j2 − 1) +
n− 1

2
− (n− 1)2

4

=
(n− 2)(3n− 5)

12
+

n− 1

2
− (n− 1)2

4
=

n+ 1

12
,

which explains the normalization in (4.5).
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5. Probability generating function of the number of superfluous 1s

Let Sn be the number of superfluous 1s in a random tableau of length n.
In [CoH] calculations based on (2.1) and (2.2) were used to show that

(5.1) En Sn =
(n− 1)(n− 2)

12
.

In this section we use the same approach to derive the expression for the probability
generating function of Sn, see Proposition 5.3 or equation (5.5) below. Although
the form of the probability generating function looks rather unwieldy, it can be used
to compute (in practice low order) moments of Sn in a relatively straightforward,
albeit a bit tedious way. We shall illustrate it by deriving the exact expression for
the variance of Sn (see Proposition 5.5) below. However, there does not seem to be
an easy way to derive the central limit theorem for Sn directly from the probability
generating function. For this reason, in the next section we shall follow a different
approach to establish the CLT for Sn.

We write in this section

Sn =

n∑
k=1

Vk,

where Vk is the increase in the number of superfluous 1s when the length of a
tableau is increased from k − 1 to k. As in the preceding section, let Gk be the
row number of the topmost 1 (provided that the kth move is W and counting only
unrestricted rows), and recall that it is set to be Uk−1 + 1 if the kth move is S.
Then by the same argument as in Lemma 3.2,

Pk(Gk = j | Fk−1) =
1

2j
, j = 1, . . . , Uk−1,

and

Pk(Gk = Uk−1 + 1 | Fk−1) =
1

2Uk−1
.

Moreover, the joint conditional distribution of (Uk, Vk) given Fk−1 is

(5.2) L((Uk, Vk) | Fk−1) = (Gk +Bin(Uk−1 −Gk),Bin(Uk−1 −Gk)) ,

in the sense that if we further condition on Gk = m, then the distribution equals
that of (m + X,X) with X ∼ Bin(Uk−1 − m) (thus the two occurences of the
expression Bin(Uk−1 −Gk) in (5.2) signify the same random variable); further we
interpret Bin(−1) as 0.

Lemma 5.1. We have, for all complex z and w, and k � 1:

Ek(z
VkwUk | Fk−1)

= w

{
1

1 + w(z − 1)

(
zw + 1

2

)Uk−1

+

(
1− 1

1 + w(z − 1)

)(w
2

)Uk−1

}

and

Ek(z
SkwUk) =

w

k

{
1

1 + w(z − 1)
Ek−1

(
zSk−1(zw + 1)Uk−1

)
+
(
1− 1

1 + w(z − 1)

)
Ek−1

(
zSk−1wUk−1

)}
.
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Proof. Using (5.2) we have

Ek(z
VkwUk | Fk−1) = Ek(z

Bin(Uk−1−Gk)wGk+Bin(Uk−1−Gk) | Fk−1)

=

Uk−1∑
m=1

Ek

(
(zw)Bin(Uk−1−m)wmI(Gk = m) | Fk−1

)
+ w1+Uk−1 Pk(Gk = Uk−1 + 1 | Fk−1)

=

Uk−1∑
m=1

(w
2

)m

Ek((zw)
Bin(Uk−1−m) | Fk−1) + w

(w
2

)Uk−1

=

Uk−1∑
m=1

(w
2

)m
(
zw + 1

2

)Uk−1−m

+ w
(w
2

)Uk−1

=

Uk−1−1∑
�=0

(
zw + 1

2

)� (w
2

)Uk−1−�

+ w
(w
2

)Uk−1

=
(w
2

)Uk−1

{
1

(1 + zw)/w − 1

((
zw + 1

w

)Uk−1

− 1

)
+ w

}

= w

{
1

1 + w(z − 1)

(
zw + 1

2

)Uk−1

+

(
1− 1

1 + w(z − 1)

)(w
2

)Uk−1

}
,

which is the first formula.
To prove the second, write

Ek

(
zSkwUk

)
= Ek Ek(z

SkwUk | Fk−1) = Ek

(
zSk−1 Ek(z

VkwUk | Fk−1)
)
,

and use the first part and the usual reduction by (2.1) from Pk to Pk−1. �

For � � 0, set b� = b�(z) =
∑�

j=0 z
j so that we have

(5.3) zb� + 1 = b�+1 and 1 + (z − 1)b� = z�+1.

If we substitute b� for w in Lemma 5.1 and use (5.3), we obtain the following.

Lemma 5.2. For 0 � k � n− 1 and � � 0,

En−k

(
zSn−kb

Un−k

�

)
=

b�
n− k

(
z−�−1 En−k−1

(
zSn−k−1b

Un−k−1

�+1

)
+ (1− z−�−1)En−k−1

(
zSn−k−1b

Un−k−1

�

))
.

Proposition 5.3. We have

gSn
(z) =

1

n!

n−1∑
�=0

cn−1,�(z)b�(z),

where the coefficients cm,� = cm,�(z) satisfy c0,0 = 1 and for m � 0 the recurrence

cm+1,� = cm,�(1− z−�−1)b�(z) + cm,�−1z
−�b�−1(z).

In particular, cm,� = 0 unless 0 � � � m.
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Proof. Omitting the dependence of b�’s on z for notational convenience, we
show first that for 0 � k � n− 1 we have

(5.4) En z
Sn = En zSnbUn

0 =
1

n · · · (n− k + 1)

k∑
m=0

ck,m En−k z
Sn−kbUn−k

m .

Indeed, assume inductively (5.4) for some k � 0 (k = 0 being trivial). Apply the

previous lemma to each of the terms En−k z
Sn−kb

Un−k
m to get

En zSn =
1

n · · · (n− k)

k∑
m=0

ck,mbm

{
z−m−1 En−k−1 z

Sn−k−1b
Un−k−1

m+1

+ (1− z−m−1)En−k−1 z
Sn−k−1bUn−k−1

m

}
.

Separating the sums, rearranging the terms, and collecting the coefficients in front

of En−k−1 z
Sn−k−1b

Un−k−1
m , we obtain that En z

Sn is equal to

1

n · · · (n− k)

{ k+1∑
m=0

(
ck,m−1bm−1z

−m + ck,mbm(1− z−m−1)
)
En−k−1 z

Sn−k−1b
Un−k−1
m

}
.

This completes the inductive proof of (5.4) with the coefficients ck,m given by the
specified recurrence. Choosing k = n− 1 in (5.4), and using the observation that

E1 z
S1bU1

m = bm

(because S1 = 0 and U1 = 1), completes the proof. �

Remark 5.4. Just as in the proof of Theorem 4.2, the coefficients ck,m can be
put in a Pascal-type triangle

c0,0
↙ ↘

c1,0 c1,1

↙ ↘ ↙ ↘
. . . . . . . . .
. . . . . . . . .

↙ ↘ ↙ . . . ↘ ↙ ↘
cn−1,0 cn−1,1 . . . cn−1,n−2 cn−1,n−1

This time a SE move from a coefficient cm,� has weight z−�−1b�(z), and a SW
move has weight (1 − z−�−1)b�(z). As was the case with the number of rows, the
value of a given coefficient at the bottom is obtained by summing, over all possible
paths leading to it from the root c0,0, the products of weights corresponding to
the moves along the path. This can be used to obtain an explicit expressions for
the coefficients (cn−1,m). Any path from c0,0 to cn−1,n−1−r, 0 � r � n − 1, has
exactly r SW moves and n− 1− r SE moves. The total weight of SE moves (they
are from c·,0, c·,1, . . . , c·,n−2−r) is

n−2−r∏
j=0

z−j−1bj(z) = z−(
n−r
2 )

n−r−2∏
j=0

bj(z).
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The SW moves may be from c·,�1 , . . . , c·,�r , for some 0 � �1 � . . . � �r � n− 1− r.
A SW move from c·,�j has weight (1− z−�j−1)b�j (z). Therefore,

cn−1,n−1−r(z) = z−(
n−r
2 )

n−r−2∏
k=0

bk(z)
∑

0��1�...��r�n−1−r

r∏
j=1

(1− z−�j−1)b�j (z).

This gives an explicit expression for the probability generating function of Sn,
namely

(5.5) gSn
(z) =

1

n!

n−1∑
r=0

z−(
n−r
2 )

(
n−r−1∏
k=0

bk(z)

)
An,r(z),

where

(5.6) An,r(z) =
∑

0��1�...��r�n−1−r

r∏
j=1

(1− z−�j−1)b�j (z).

(Note that all negative powers cancel in (5.5) since gSn
(z) is a polynomial in z.)

Although the above expression looks quite complicated and it is not clear to
us at the moment how to deduce the asymptotic normality of Sn from it, some
information can be extracted from it. We shall illustrate this by deriving an exact
expression for the variance of Sn.

Proposition 5.5. For n � 2, the variance of Sn satisfies

(5.7) var(Sn) =
(n− 2)(2n2 + 11n− 1)

360
.

Proof. We compute the second factorial moment of Sn:

(5.8) En Sn(Sn − 1) =
1

n!

d2

dz2

( n−1∑
k=0

cn−1,kbk

)∣∣∣
z=1

.

Notice that every path contributing to cn−1,r, for 0 � r < n− 3 has at least three
SW moves, and so its weight will have at least three factors of the form 1 − z−j .
Hence if it is differentiated twice and evaluated at z = 1, it will vanish. It follows
that the sum on the right hand side of (5.8) reduces to the last three terms. For
k = n− 3 we have

1

n!
cn−1,n−3bn−3 =

z−(
n−2
2 )

n!

(
n−4∏
k=0

bk

)
bn−3An,2(z) = G(z)An,2(z),

where we have set

G(z) :=
1

n!
z−(

n−2
2 )

n−3∏
k=0

bk(z).

So, the second derivative of G(z)An,2(z) is

G′′(z)An,2(z) + 2G′(z)A′
n,2(z) +G(z)A′′

n,2(z).

Since

An,2(z) =
∑

1���m�n−2

(1− z−�)(1− z−m)b�−1(z)bm−1(z),
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An,2(1) = A′
n,2(1) = 0, so we only need G(1)A′′

n,2(1). Now,

(5.9) G(1) =
1

n!

n−3∏
k=0

(k + 1) =
1

n(n− 1)
.

To compute A′′
n,2(1), writing

(1− z−�)(1− z−m) = h1(z), b�−1(z)bm−1(z) = h2(z),

we see that

h′′
1(1)h2(1) + 2h′

1(1)h
′
2(1) + h1(1)h

′′
2(1) = h′′

1(1)h2(1) = 2�2m2.

Therefore,

A′′
n,2(1) = 2

n−2∑
m=1

m2
m∑
�=1

�2 =
1

3

n−2∑
m=1

m3(m+ 1)(2m+ 1)

=
1

180
n(n− 1)(n− 2)(5n− 11)(2n− 1)(2n− 3),

and combining this with (5.9) we obtain

1

n!

d2

dz2
(cn−1,n−3bn−3)

∣∣∣
z=1

=
(n− 2)(5n− 11)(2n− 1)(2n− 3)

180
.

We next handle

1

n!
cn−1,n−1bn−1 =

z−(
n
2)

n!

(
n−2∏
k=0

bk

)
bn−1

= z−(
n
2)

n−1∏
j=1

bj−1

j
.

The last expression is the probability generating function of a sum of independent
random variables W0, . . . ,Wn, where W0 ≡ −n(n− 1)/2 and for 1 � j � n, Wj is
a discrete uniform random variable on {0, . . . , j − 1}. So, with Yn =

∑n
j=0 Wj we

have

1

n!

d2

dz2
cn−1,n−1bn−1

∣∣∣
z=1

= EYn(Yn − 1) =
n∑

j=1

var(Wj) + (EYn)
2 − EYn.

Now,

EWj =
j − 1

2
, 1 � j � n,

so that

EYn =
1

2

n∑
j=1

(j − 1)− n(n− 1)

2
= − n(n− 1)

4
.

Furthermore, for 1 � j � n

var(Wj) =
1

j

j−1∑
k=0

k2 −
(
j − 1

2

)2

=
(j − 1)(j + 1)

12
.

Therefore,
n∑

j=1

var(Wj) =
n(n− 1)(2n+ 5)

72
.
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Finally, putting the above together we get

1

n!

d2

dz2
cn−1,n−1bn−1

∣∣∣
z=1

=
n(n− 1)(2n+ 5)

72
+

n2(n− 1)2

16
+

n(n− 1)

4

=
n(n− 1)(9n2 − 5n+ 46)

144
.

It remains to handle 1
n!cn−1,n−2bn−2. We write

cn−1,n−2bn−2 = f(z)An,1(z),

where

f(z) = z−(
n−1
2 )

n−2∏
k=0

bk(z)

and, according to (5.6),

An,1(z) =

n−2∑
�=0

(1− z−�−1)b�(z).

Then the second derivative of cn−1,n−2bn−2 is

f ′′(z)An,1(z) + 2f ′(z)A′
n,1(z) + f(z)A′′

n,1(z).

At z = 1 the first product vanishes. For the remaining two, first notice that

1

(n− 1)!
f(z) = z−(

n−1
2 )

n−1∏
j=1

bj−1

j

is a generating function of a legitimate distribution function. Therefore, f(1) =
(n− 1)! and f ′(1)/(n− 1)! is the expected value of a random variable represented
by f(z)/(n− 1)!. Since this expected value is

−
(
n− 1

2

)
+

n−1∑
j=1

1

j

j−1∑
k=0

k = − (n− 1)(n− 2)

4
,

we obtain

f ′(1) = − (n− 1)(n− 2)(n− 1)!

4
.

It remains to compute the first two derivatives of An,1(z) at z = 1.

A′
n,1(z) =

n−1∑
�=1

(
b′�−1(1− z−�) + b�−1�z

−�−1
)
,

so that

(5.10) A′
n,1(1) =

n−1∑
�=1

�2 =
n(n− 1)(2n− 1)

6
.

Also

A′′
n,1(z) =

n−1∑
�=1

(
b′′�−1(1− z−�) + 2b′�−1�z

−�−1 − b�−1�(�+ 1)z−�−2
)
.

Since b′�−1(1) = (�− 1)�/2 we get

A′′
n,1(1) =

n−1∑
�=1

(
(�− 1)�2 − �2(�+ 1)

)
= − n(n− 1)(2n− 1)

3
.
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Hence,

1

n!

d2

dz2
cn−1,n−2bn−2

∣∣∣
z=1

=
1

n!

(
2f ′(1)A′

n,1(1) + f(1)A′′
n,1(1)

)
= − (n− 1)2(n− 2)(2n− 1)

12
− (n− 1)(2n− 1)

3

= − (n− 1)(2n− 1)(n2 − 3n+ 6)

12
.

Combining all of these calculations gives

En Sn(Sn − 1) =
(n− 2)(5n− 11)(2n− 1)(2n− 3)

180

− (n− 1)(2n− 1)(n2 − 3n+ 6)

12

+
n(n− 1)(9n2 − 5n+ 46)

144

=
(n− 2)(n− 3)(5n2 − n− 16)

720
.

By the same argument

En Sn =
1

n!

d

dz

(
cn−1,n−1bn−1 + cn−1,n−2bn−2

)∣∣∣
z=1

= EYn +
1

n!

(
f ′(1)An,1(1) + f(1)A′

n,1(1)
)
.

Using An,1(1) = 0, f(1) = (n− 1)!, (5.10), and the value of EYn, we get

En Sn = − n(n− 1)

4
+

(n− 1)(2n− 1)

6
=

(n− 1)(n− 2)

12
,

which conforms to (5.1). Finally,

var(Sn) = ESn(Sn − 1)− (ESn)
2 + ESn

=
(n− 2)(n− 3)(5n2 − n− 16)

720
−
(
(n− 1)(n− 2)

12

)2

+
(n− 1)(n− 2)

12

=
(n− 2)(2n2 + 11n− 1)

360
,

which proves Proposition 5.5. �

6. Asymptotic normality of Sn

In this section we provide a self-contained proof of

Theorem 6.1. As n → ∞ we have

(6.1)
Sn − n2/12√

n3/180

d−→ N(0, 1).

Proof. As we mentioned, the form of the probability generating function of Sn

obtained in the previous section does not seem to be convenient to yield the central
limit theorem. For this reason, we shall rely on a bijective result of Steingŕımsson
and Williams [SW]. According to their result, the number of superfluous 1s in a
permutation tableau of length n is equidistributed with the number of occurrences
of the generalized pattern 31−2 in a random permutation of [n]. (An occurrence
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of the generalized pattern 31−2 in a permutation σ is a pair 1 < i < j such that
σi−1 > σj > σi.) To analyze that quantity, it will be convenient to think of a
random permutation as being generated from a sample of i.i.d. random variables
X1, . . . , Xn, each uniform on [0, 1]. (The permutation is obtained by reading off
the ranks of X1, . . . , Xn.) If for 2 � i < j � n we let Ii,j := IXi−1>Xj>Xi

, then

Sn =
∑

2�i<j�n

Ii,j .

Notice that from this representation we immediately recover (5.1), since

ESn = E
∑

2�i<j�n

Ii,j =

(
n− 1

2

)
P(X1 > X3 > X2) =

1

6

(
n− 1

2

)
.

Similarly, we can easily obtain the asymptotic value of the variance: we write

var(Sn) =
∑
i1<j1
i2<j2

cov(Ii1,j1 , Ii2,j2),

and note that if {i1 − 1, i1, j1} ∩ {i2 − 1, i2, j2} = ∅ then Ii1,j1 and Ii2,j2 are
independent, and so their covariance vanishes. In the complementary case, the
main contribution comes from the cases that contribute Θ(n3) terms to the sum.
We obtain

var(Sn) ∼
n3

3

(
cov(I2,3, I2,4) + cov(I2,5, I4,5) + cov(I2,4, I3,5)

+ cov(I2,5, I3,4) + cov(I2,3, I4,5) + cov(I2,4, I4,5)
)
,

as all other cases contribute O(n2) terms to the sum. We calculate:

E I2,3∩I2,4 = P(X1 > X3 > X2, X1 > X4 > X2) = 2P(X1 > X3 > X4 > X2) =
2

4!
,

so that

cov(I2,3, I2,4) =
1

12
−
(
1

6

)2

.

Similarly,

E I2,5 ∩ I4,5 = P(X1 > X5 > X2, X3 > X5 > X4)

= 4 P(X1 > X3 > X5 > X2 > X4) =
1

30
,

E I2,4 ∩ I3,5 = P(X1 > X4 > X2, X2 > X5 > X3) =
1

120
,

E I2,5 ∩ I3,4 = P(X1 > X5 > X2, X2 > X4 > X3) =
1

120
,

E I2,3 ∩ I4,5 = P(X1 > X3 > X2, X3 > X5 > X4)

= 3 P(X1 > X3 > X2 > X5 > X4) =
1

40
,

E I2,4 ∩ I4,5 = P(X1 > X4 > X2, X3 > X5 > X4) =
1

40
.

Hence,

(6.2) var(Sn) ∼
n3

3
·
( 1

12
+

1

30
+

1

120
+

1

120
+

1

40
+

1

40
− 6

36

)
=

n3

180
.
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Remark 6.2. The exact value of the variance could be obtained by computing
the other terms.

Finally, to establish (6.1) we shall rely on results presented in [J] and [J�LR,
Section 6.1]; see [Bó] for a closely related theorem proved by the same method. See
also [E] for a related simple proof of the asymptotic normality of the number of
descents, cf. Corollary 4.3 above. We let A = An := {α = (i, j) : 2 � i < j � n}.
Then Sn =

∑
α∈A Iα. Recall that a dependency graph L for {Iα : α ∈ A} is

any graph whose vertex set is A and which has the property that if V1, V2 are two
disjoint subsets of A such that L has no edges with one endpoint in V1 and the other
in V2, then the families {Iα : α ∈ V1} and {Iα : α ∈ V2} are mutually independent.
For our purposes it is enough to consider L defined by the following rule: we put an
edge between α1 = (i1, j1) and α2 = (i2, j2) iff {i1 − 1, i1, j1} ∩ {i2 − 1, i2, j2} �= ∅.
If α1, . . . , αr ∈ A then the closed neighborhood of {α1, . . . , αr} in L is defined by

N̄L(α1, . . . , αr) =
r⋃

i=1

{β ∈ A : β = αi or αiβ ∈ E(L)},

where E(L) denotes the edge set of L. Note that in our case for every fixed r � 2∣∣N̄L(α1, . . . , αr−1)
∣∣ = Or(n), where Or( · ) means that the constant may depend

on r. Hence, trivially ∑
α∈N̄L(α1,...,αr−1)

E
(
Iα

∣∣Iα1
, . . . , Iαr−1

)
= Or(n).

Since, cf. (5.1) for the exact value,∑
α∈A

E Iα � |A| = O(n2),

by [J�LR, Lemma 6.17] we conclude that the rth cumulant of Sn (defined by

κr(Sn) = i−k dk

dtk
log φSn

(0), where φX(t) = gX(eit) is the characteristic function)
satisfies

|κr(Sn)| = Or(n
2 · nr−1) = Or(n

r+1).

Hence, for r � 3, ∣∣∣∣∣κr

(
Sn − n2/12√

n3/180

)∣∣∣∣∣ = Or(n
r+1n− 3

2 r) = o(1)

as n → ∞. Since κ1(X) = EX and κ2(X) = var(X) we have

κ1

(
Sn − n2/12√

n3/180

)
−→ 0, κ2

(
Sn − n2/12√

n3/180

)
−→ 1,

and the theorem follows by the cumulant convergence theorem (see, e.g., [J�LR,
Corollary 6.15]). �

Remark 6.3. Our results can be used to draw conclusions about some other
parameters. For example, let Yn be the number of 1s in the random permutation
tableau Tn. Although we have not computed an explicit formula for the distribution
of Yn, we can easily obtain its asymptotic distribution. Namely, as n → ∞ we have

Yn − n2/12√
n3/180

d−→ N(0, 1).
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This follows immediately from Theorem 6.1 upon noting that

Yn = Sn + Cn = Sn +O(n).

It seems straightforward to prove a similar central limit theorem for Zn, the
number of 0s in the random permutation tableau Tn, using further bijective results
of [SW]; the main difference is that we need to consider several generalized patterns
simultaneously, and the joint distribution of their numbers of occurrences. We leave
this to the reader.
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[SW] E. Steingŕımsson and L. K. Williams, Permutation tableaux and permutation pat-
terns, J. Combin. Theory Ser. A 114 (2007), no. 2, 211–234.

[USW] M. Uchiyama, T. Sasamoto, and M. Wadati, Asymmetric simple exclusion process
with open boundaries and Askey–Wilson polynomials, J. Phys. A 37 (2004), no. 18,
4985–5002.

[W] L. K. Williams, Enumeration of totally positive Grassmann cells, Adv. in Math. 190
(2005), no. 2, 319–342.

Department of Mathematics, Drexel University, Philadelphia, Pennsylvania 19104,

USA

E-mail address: phitczenko@math.drexel.edu
URL: http://www.math.drexel.edu/~phitczen

Department of Mathematics, Uppsala University, Box 480, SE-751 06 Uppsala, Swe-

den

E-mail address: svante.janson@math.uu.se
URL: http://www.math.uu.se/staff/pages/?uname=svante


