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Abstract. In this paper, we prove convergence and fluctuation results for measure-
valued Pólya processes (MVPPs, also known as Pólya urns with infinitely-many colours).
Our convergence results hold almost surely and in L2, under assumptions that are dif-
ferent from that of other convergence results in the literature. Our fluctuation results
are the first second-order results in the literature on MVPPs; they generalise classical
fluctuation results from the literature on finitely-many-colour Pólya urns. As in the
finitely-many-colour case, the order and shape of the fluctuations depend on whether the
“spectral gap is small or large”.

To prove these results, we show that MVPPs are stochastic approximations taking
values in the set of measures on a measurable space E (the colour space). We then use
martingale methods and standard operator theory to prove convergence and fluctuation
results for these stochastic approximations.

1. Introduction

1.1. A brief overview of the theory of Pólya urns. A d-colour Pólya urn is a stochas-
tic process that describes the evolution of an urn containing balls of d different colours. It
is a Markov process that depends on two parameters: the initial composition of the urn
u0 ∈ Nd and a replacement matrix r = (rx,y)1≤x,y≤d, which has integer entries. At time
zero, the urn contains un,x balls of colour x, for all 1 ≤ x ≤ d. At every discrete time-step,
we pick a ball uniformly at random in the urn, and if it is of colour x, we replace it in the
urn together with an additional rx,y balls of colour y, for all 1 ≤ y ≤ d. The quantity of
interest is the process (un)n≥0, where, for all n ≥ 0, the vector un = (un,1, . . . , un,d) is the
composition of the urn at time n.

As expected, the behaviour of the composition vector at large times depends on the
replacement matrix. The case when the replacement matrix is the identity was studied by
Markov [28] and then Pólya and Eggenberger [9]. It is well-known that, in this case, un/n
converges almost surely to a d-dimensional Dirichlet random variable of parameter u0.
The fluctuations around this limit are Gaussian, conditioned on the limit. (See [30, Sec-
tion 2.3.1].)

Pólya urns whose replacement matrix is irreducible (the irreducibility assumption can
be weakened, see Janson [18]) exhibit a drastically different behaviour, see e.g. Athreya
and Karlin [1]: in that case, if for simplicity all replacements rx,y are non-negative (this
too can be relaxed), the Perron–Frobenius theorem implies that the spectral radius s of r
is also a simple eigenvalue of r, and that there exists a unit left-eigenvector v associated
to s whose coordinates are all non-negative. Then, as n goes to infinity, un/n converges
almost surely to sv. Interestingly, the fluctuations around this limit are either Gaussian
and of order

√
n, or non-Gaussian and of higher order, depending on the spectral gap of r

(see, e.g. Janson [18] or Pouyanne [31]).
The main differences between the identity and the irreducible cases are that (1) the limit

of un/n is random in the identity case, and deterministic in the irreducible case, (2) it
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depends on the initial composition in the identity case, while it does not in the irreducible
case, and (3) the irreducible case sometimes exhibits non-Gaussian fluctuations.

Since these seminal results, the model of Pólya urns has been extended and more precise
asymptotic results have been proved. The most natural extension is to allow balls to be
removed from the urn: It is standard to allow the diagonal coefficients of the replacement
matrix to equal −1, meaning that the ball that was drawn is removed from the urn. One
can also allow other coefficients of the replacement matrix to be negative and work condi-
tionally on “tenability”, which is the event that all coefficients of the composition vector
stay non-negative at all times. The model can also be extended by allowing the replace-
ment matrix to be random (at each time step, we use a new realisation of this matrix),
different colours to have different weights or activities (a ball is drawn with probability
proportional to its weight). These three generalisations are for example considered in [18]
(see Remark 4.2 therein for ball substractions).

1.2. Measure-valued Pólya processes. Measure-valued Pólya processes were intro-
duced by Bandyopadhyay and Thacker [3], and shortly after by Mailler and Marckert [26],
as a generalisation of Pólya urns to infinitely many colours. They both considered cases
that can be seen as corresponding to the irreducible case in Section 1.1. In fact, the gen-
eralisation to infinitely many colours in the diagonal case is much older and dates back
to Blackwell and MacQueen [4].

In the analogue of the irreducible case, the theory is very recent and, as far as we know,
there are only five papers on the subject: Bandyopadhyay and Thacker [3], Mailler and
Marckert [26], Janson [21], Mailler and Villemonais [27], and Bandyopadhyay, Janson and
Thacker [2]. The main difficulty is that the linear algebra tools used in the study of Pólya
urns are replaced by operator theory in an infinite dimensional space.

In the model introduced by [3] and [26], a measure-valued Pólya process (mvpp) is
defined as a Markov process (mn)n≥0 taking values in the set of positive measures on
a measurable space E of colours. The process depends on two parameters again: the
initial composition measure m0 and the replacement kernel (Rx)x∈E (a family of positive
measures on E; see Appendix A for measurability issues).

At every discrete time-step n ≥ 1, a random colour Yn is drawn at random in E
with probability distribution mn−1/mn−1(E), and then mn is defined as mn−1 + RYn (see
Section 2 for details).

The authors of [3] and [26] see the mvpp as a branching version of the E-valued Markov
chain (wn)n≥0 with transition kernel (Rx)x∈E . They assume that the mvpp is “balanced”,
i.e., that the Rx’s are all probability measures, which makes the Markov chain well de-
fined. They use this representation to prove that, if (wn)n≥0 is “ergodic” (in a general
sense that allows renormalisations), then a renormalised version of mn/mn(E) converges
in probability to the limiting distribution of (wn)n≥0. The “ergodicity” assumption in this
mvpp case can be seen as the equivalent of the “irreducibility” assumption in the finitely-
many-colour case. This result is improved by Janson [21], who allows the replacement
kernel to be random.

Bandyopadhyay, Janson and Thacker [2] later built on these methods to prove that the
convergence results of [3] and [26] hold almost surely, under a condition that they call
“uniform ergodicity” on the underlying Markov chain (wn), and if the set of colours is
countable.

Using a different approach, Mailler and Villemonais [27] were able to consider non-
balanced, weighted mvpps, also with random replacements; these are three generalisations
that are classical in the finitely-many-colour case and that extend the range of applications.
In the non-balanced case, Rx may be a defective measure, so the underlying Markov chain
(wn)n≥0 has an absorbing “cemetery” state. The authors show that, if the continuous-time
version of the underlying Markov chain admits a quasi-stationary distribution (and under
other important assumptions), then mn/n converges almost surely to this quasi-stationary
distribution. They use stochastic approximation methods, which is difficult since the
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stochastic approximation takes values in a non-compact space as soon as the space of
colours is non-compact (which is desirable for many applications), but which gives almost
sure convergence instead of the convergence in probability of [3] and [26]. The difficulty
coming from the fact that the stochastic approximation takes values in a non-compact
space is overcome by a Lyapunov-type assumption. The main drawback of this method is
that the Markov chain needs to be “quasi-ergodic” without any renormalisations, whereas
renormalisations were allowed in [3] and [26].

1.3. Our contribution. In this paper, we prove limit theorems for the fluctuations of
an mvpp around its almost sure limit: we are able to generalise the fluctuations results
of [18] to the infinitely-many-colour case. Our framework is close to that of [27], although
we restrict ourselves to the balanced case; we expect the non-balanced case to be more
challenging and leave it open for now.

Interestingly, our results do not use the results of [27]: they are totally self-contained,
and our methods also give almost sure convergence of mn/mn(E) to its limit, under a set of
assumptions that are different from those of [27]. Similarly to [27], we use a Lyapunov-type
assumption to deal with the fact that, in general, mn/mn(E) takes values in a non-compact
space.

To prove these results, we use stochastic approximation and thus martingale methods,
together with standard operator theory (in particular, we refer several times to the book
of Conway [5] on the subject).

1.4. Some notation and conventions. “Positive” is used in the weak sense, i.e., non-
negative.

The notation 1 stands for the usual number, and also for the function that is constant
equal to 1 on E. Indicator functions are denoted by 1.

I stands for the identity operator. As usual, for any complex number z ∈ C and for any
operator T , the operator T + z stands for T + zI.

If T is a bounded operator in a Banach space X , and ∆ is a clopen (closed and open)
subset of its spectrum σ(T ), let Π∆ = Π∆(T ) denote the corresponding spectral projection
in X . (See e.g. [7, VII.3.17–20] or [5, Exercise VII.4.9 and VII.(6.9)].) In particular, if λ is
an isolated point in σ(T ), Πλ := Π{λ} is a projection onto the corresponding generalized
eigenspace. Note that T commutes with Π∆, and thus T maps the range Π∆(X ) into itself
(i.e., Π∆(X ) is an invariant subspace); moreover the spectrum of the restriction of T to
Π∆X equals ∆ [5, after Equation VII.6.9].

For any non-negative integer n ≥ 1, En is the conditional expectation with respect to

Fn, the σ-field generated by all events up to time n, i.e., by Yi and R
(i)
Yi

for 1 ≤ i ≤ n.

Let M(E) be the space of complex measures on E (recall that these are finite by
definition), and let MR(E),M+(E),M>0(E),P(E) denote the subsets of finite signed
(i.e., real-valued) measures, finite positive measures, finite positive non-zero measures,
and probability measures, respectively. These sets can all be regarded as measurable
spaces, with the σ-fields generated by the mappings µ 7→ µ(A), A ∈ E .

If µ is a (possibly signed or complex) measure on E and f is a measurable function,
then µf :=

∫
f dµ (whenever this is defined).

For a complex measure µ on E, let |µ| denotes its total variation measure, and ‖µ‖ =
|µ|(E) its total variation. If w is a positive function on E, then M(w) is the Banach
space of complex measures µ on E, such that the norm ‖µ‖w := |µ|w is finite. P(w) :=
P(E) ∩M(w) is the subset of probability measures in M(w).

For any positive function w on E, we define the complex Banach space

B(w) :=
{
g : E → C

∣∣ g is measurable and ‖g‖B(w) := sup
x∈E

|g(x)|
w(x)

< +∞
}
. (1.1)

In the special case w = 1 we write B(E), the space of bounded measurable functions on E.
Note that M(w) can be regarded (isometrically) as a subspace of the dual space B(w)∗

in the obvious way.
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If β = (βx)x is a kernel from E to a measurable space F (see Appendix A for definition),
then µβ denotes the measure on F given by

µβ(A) :=

∫
E
βx(A) dµ(x). (1.2)

(This is the projection onto F of the measure µ⊗ β defined in (A.1).) We extend (1.2) to
complex measures µ and signed kernels β such that

∫
E‖βs‖ d|µ|(s) <∞.

If T is a bounded operator on B(w) such that its adjoint maps M(w) into itself, then
we write the adjoint as T acting on the right on measures; we then have the associativity

(µT )f = µ(Tf) (1.3)

for (suitable) measures µ and functions f on E.
For a Banach space D, we use ‖·‖D both for the norm of elements of D, and for the

operator norm of operators D → D.
We also make use of the following usual notations and conventions: x∨ y := max{x, y};

x ∧ y := min{x, y}; xy ∧ z = (xy) ∧ z; empty sums are 0 and empty products are 1;
inf ∅ := +∞ and sup ∅ := −∞.

We let C and C denote unspecified constants whose meaning may change from one
occurrence to the next. We use C for constants that may depend on m0 while C denotes
constants that do not depend on m0. Subscripts may be used to identify specific constants.

1.5. Plan of the paper. In Section 2, we define our model, state and discuss our assump-
tions and our main results. Our main results are two main theorems: Theorem 2.10 states
convergence of the MVPP, Theorem 2.13 gives the fluctuations of the MVPP around its
limit. In Section 3, we prove Theorem 2.10, and in Section 4, we prove Theorem 2.13.
In Section 5, we prove Theorems 2.25-2.27, which give conditions for the limits in Theo-
rem 2.13 to be non-degenerate. In Section 6, we apply our main result to four examples:
the out-degree profile of the random recursive tree, the heat kernel on the square, a branch-
ing random walk, and reinforced processes on a countable state-space.

Finally, we have three appendices. In Appendix A, we discuss the construction of the
MVPP and measurability issues. In Appendix B, we state some general results on the
spectra of operators on Banach spaces, which are useful for our proofs. Appendix C, we
prove a technical lemma that is used in the proof of Theorem 2.13.

2. Model and main results

Let (E, E) be a measurable space, R(1) = (R
(1)
x )x∈E be a set of finite (possibly signed)

random measures on E indexed by x ∈ E, and let m0 be a (non-random) finite measure
on E. (E may be called the colour space.) We define the measure-valued Pólya process

(mvpp) (mn)n≥0 of initial composition m0 and random replacement kernel R(1) as the
Markov process given by the following recursion. See Appendix A for some technical
details, including measurability assumptions.

Given mn with n ≥ 0, first sample Yn+1 ∈ E such that Yn+1 is a random variable whose
conditional distribution on E, given mn and the previous history, is

m̃n := mn/mn(E). (2.1)

Then, let

mn+1 := mn +R
(n+1)
Yn+1

, (2.2)

where R
(n+1)
Yn+1

, conditioned on mn, Yn+1 = y and the previous history, has the distribution

Ry := L(R
(1)
y ).

We assume that R
(1)
x is positive on E \{x} but allow R

(1)
x ({x}) ∈ (−∞,∞). We assume

that the urn is tenable, i.e. that almost surely, mn is a non-zero positive measure for all
n ≥ 0, so m̃n and Yn+1 are well defined. This is the case if, for example, m0 is a non-zero

positive measure and each R
(1)
x a.s. is a positive measure.
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Remark 2.1. We assume for convenience that m0 is non-random (except when we ex-
plicitly say otherwise). Extensions to random m0 follow by conditioning on m0, see Re-
mark 2.14 for details. To enable such extensions, some of the results are stated with
constants that do not depend on m0 (they may depend on the distribution of the replace-

ment kernel R(1)), so that the dependence on m0 is explicit. Recall that, by convention, C
does not depend on m0 while C may depend on m0. The reader who is interested only in
a non-random m0 may simplify some expressions and arguments by allowing all constants
to depend on m0. �

Throughout the paper, we also make the following assumptions (B), (H), and (N).

We assume that the urn is balanced:

(B) For all x ∈ E, R
(1)
x (E) = 1 almost surely.

Note that (B) implies that the total mass is deterministic a.s.:

mn(E) = m0(E) + n. (2.3)

As said above, R
(1)
x does not have to be a positive measure. Nevertheless, we will see

that (B) and our assumption (H)(ii) below imply that, for every x ∈ E,

E ‖R(1)
x ‖ < +∞ (2.4)

Hence, we can define the expectation ER(1)
x of the random signed measure R

(1)
x , which we

denote by Rx, i.e.,

Rx(A) := E
[
R(1)
x (A)

]
, A ∈ E . (2.5)

It follows from (2.4) that Rx is a finite signed measure on E and from (B) that Rx(E) = 1.
Moreover, Rx is positive on E \ {x}, and it will follow from Assumption (H) below that

sup
x∈E
|Rx({x})| < +∞. (2.6)

In particular, Rxf is well defined for all non-negative measurable functions f : E →
[0,+∞). Note also that R is a signed kernel from E to E (see Remark A.1),

Let W : E → [1,+∞) be a fixed function and let V := W q : E → [1,+∞) for some
fixed q > 2. We assume that V and W satisfy the following.

(H) (i) There exists ϑ ∈ (0, 1) and C1 ≥ 0 such that, for all x ∈ E,

RxV ≤ ϑV (x) + C1. (2.7)

(ii) There exists C2 > 0 such that, for every x ∈ E,

E
[(
|R(1)

x |W
)q]
≤ C2W (x)q = C2 V (x). (2.8)

(iii) In addition, m0V < +∞.

Remark 2.2. An important case is simply to choose W = 1, and thus V = 1. Note that
for W = 1, (H) is equivalent to assuming that there exists a constant C2 > 0 such that

E[‖R(1)
x ‖q] ≤ C2. In particular, if W = 1 and R

(1)
x is positive (a.s.) for every x ∈ E, and

thus ‖R(1)
x ‖ = 1 by (B), then (H) holds automatically. �

Remark 2.3. If R
(1)
x a.s. is a positive measure, and thus a probability measure by (B),

then Jensen’s inequality yields(
|R(1)

x |W
)q

=
(
R(1)
x W

)q ≤ R(1)
x W q = R(1)

x V. (2.9)

Hence, if also (2.7) holds, then

E
[(
|R(1)

x |W
)q] ≤ E

[
R(1)
x V

]
= RxV ≤ ϑV (x) + C1 ≤ (ϑ+ C1)V (x), (2.10)
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i.e., (2.8) holds with C2 = ϑ + C1. Consequently, if R
(1)
x a.s. is a positive measure (for

every x ∈ E), then (H)(ii) follows from (H)(i) and (B).
More generally, if we assume that for some constant C and every x ∈ E,

|R(1)
x {x}| ≤ C a.s. (2.11)

(in other words, subtractions are uniformly bounded), then (B) implies

‖R(1)
x ‖ = |R(1)

x |(E) ≤ R(1)
x (E) + 2|R(1)

x {x}| ≤ C a.s. (2.12)

and Hölder’s inequality yields

|R(1)
x |W ≤

(
|R(1)

x |W q
)1/q(|R(1)

x |1
)1−1/q ≤ C

(
|R(1)

x |V
)1/q

. (2.13)

Hence, using (2.11) again,(
|R(1)

x |W
)q ≤ C|R(1)

x |V ≤ CR(1)
x V + 2C|R(1)

x {x}|V (x) ≤ CR(1)
x V + CV (x), (2.14)

and taking expectations, we obtain

E
[(
|R(1)

x |W
)q] ≤ CRxV + CV (x). (2.15)

Consequently, if (2.11) holds, then (H)(ii) follows from (H)(i) and (B). �

Remark 2.4. The example in Section 6.1 shows that the assumption (H) is important
for our results and cannot be weakened much. In particular, it is not enough to take q < 2
above, see Remark 6.6. We do not know whether our results hold with q = 2, and leave
that as an open problem. �

Remark 2.5. By Jensen’s inequality, it follows from (H)(ii) that

E[|R(1)
x |W ] ≤ E

[(
|R(1)

x |W
)q]1/q ≤ C1/q

2 V (x)
1/q = CW (x). (2.16)

In particular, this implies (2.4) above. Moreover, it also implies that

|Rx({x})|W (x) ≤ |Rx|W ≤ E[|R(1)
x |W ] ≤ CW (x), (2.17)

so that |Rx({x})| ≤ C, which entails (2.6). �

Finally, we assume that, with notation as in Section 1.4,

(N) There exists a probability measure ν such that νR = ν and νV < +∞.

Let

R : f 7→ (x ∈ E 7→ Rxf) (2.18)

be the operator corresponding to R. Since R is a signed kernel from E to E, R maps
suitable (e.g. bounded) measurable functions on E to measurable functions on E. As
remarked above, the balance assumption (B) implies that Rx(E) = 1 for every x ∈ E, i.e.,

R1 = 1, (2.19)

and Assumption (N) yields

νR = ν. (2.20)

We also see that (2.7) can be written RV ≤ ϑV + C1.
It follows from (2.16) that R defines a bounded operator on B(W ); by default, we

regard R as an operator on B(W ) unless we say otherwise. In particular, we let σ(R)
denote the spectrum of R on B(W ), i.e. the set of all λ ∈ C such that R − λI is not
invertible.

In the following theorems, which are our main results, we increase the generality by
considering R as a bounded operator on a closed subspace D of the Banach space B(W )
such that R(D) ⊆ D (i.e., D is stable, or invariant); the most important case is simply
D = B(W ). We denote by RD the restriction of R to D, and denote its spectrum by
σ(RD).

To state our main results, we use the following definitions.
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Definition 2.6. We say that a bounded operator T on a Banach space X is simply
logarithmically quasi-compact (slqc) if

(QC1) 1 is an isolated point in σ(T ), and the corresponding spectral projection Π1 =
Π1(T ) has rank 1.

(QC2) We have σ(T ) \ {1} ⊂ {λ : Reλ < 1}.

The reason for our name is that the conditions say that the operator eT is quasi-
compact (see Remark B.8) with a single dominating eigenvalue that has a one-dimensional
generalized eigenspace; for convenience, we assume that T is normalised such that its
dominating eigenvalue is 1.

By (QC1), T maps the one-dimensional subspace Π1(X ) into itself. Since the restriction
of T to this subspace has spectrum {1}, it follows that 1 is an eigenvalue of T ; moreover,
the corresponding eigenvectors are precisely the non-zero elements of Π1X ; thus the eigen-
vector is unique up to a scalar factor. (We can regard (QC1) as a generalisation of the
finite-dimensional condition that the eigenvalue 1 has algebraic multiplicity 1.)

Definition 2.7. We say that an operator T is small if it is slqc and in addition

(S) σ(T ) \ {1} ⊂ {λ : Reλ < 1
2}.

Remark 2.8. This definition of small operator is analogous to the terminology used in
the context of finitely-many-colour urns: a Pólya urn whose spectral gap is at least half
of its spectral radius is called a small Pólya urn (see, e.g., [31] where this vocabulary is
first used). We comment later on the similarities and differences between our results and
the fluctuation results of [18] for Pólya urns. �

We define, for a closed invariant subspace D ⊆ B(W ),

θD := sup Re
(
σ(RD) \ {1}

)
, (2.21)

and, in particular,

θ := θB(W ) = sup Re
(
σ(R) \ {1}

)
. (2.22)

Note that if T is a bounded operator on a complex Banach space, then its spectrum σ(T )
is compact [5, Theorem VII.3.6]. This gives immediately:

Lemma 2.9. (i) If the operator RD is slqc, then θD < 1.
(ii) If RD is slqc, then RD is small if and only if θD < 1

2 . �

The first theorem gives several versions of a law of large numbers for m̃n.

Theorem 2.10. Let (mn)n≥0 be a mvpp with initial composition m0 and random replace-

ment kernel R(1). Suppose that R(1) satisfies Assumptions (B), (H), and (N). Let D be a
closed invariant subspace of B(W ) such that 1 ∈ D and the restriction RD of R to D is
slqc.

(i) Then θD < 1 and, for every δ ∈ (0, 1 − θD), there exists a constant Cδ such that, for
any f ∈ D,

E |m̃nf − νf |2 ≤ Cδ m̃0V

(
m0(E) + 1

m0(E) + n

)2δ∧1

‖f‖2B(W ), ∀n ≥ 1. (2.23)

If, in addition, δ < 1/2, then

nδ|m̃nf − νf |
a.s.−−−−−→

n→+∞
0. (2.24)

(ii) If in addition R is an slqc operator on B(W ), then θ < 1 and, for all δ ∈ (0, 1− θ),
for all f ∈ B(W 2),

E |m̃nf − νf | ≤ Cδ m̃0V

(
m0(E) + 1

m0(E) + n

)(2δ∧1)
q/2−1
q−1

‖f‖B(W 2), ∀n ≥ 1. (2.25)
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Remark 2.11. In the case of a metric space E and D = B(W ), (2.24) implies m̃n
a.s.−→ ν

in the usual weak topology, but it is stronger since it also implies m̃n(A)
a.s.−→ ν(A) for

every measurable set A. In particular, we recover and improve on the results obtained
in [27] in the balanced non-weighted case. �

Remark 2.12. In the following theorem, we consider the asymptotic distribution of m̃nf
for a general complex-valued function f ∈ D. In parts (1) and (2) below, the limit is a
complex normal distribution, which we describe by identifying C with R2; we thus give
the covariance matrix of its real and imaginary parts in (2.27) and (2.33). Note that this
complex normal distribution in (2.27) and (2.33) can equivalently be characterised as the
distribution of a complex normal variable ζ with

E ζ = 0, E ζ2 = χ(f), E |ζ|2 = σ2(f). (2.26)

In applications, we usually consider real f , and then the results simplify since the imaginary
parts disappear; in fact, in this case, χ(f) = σ2(f) is always real, and the limit distributions
in (2.27) and (2.33) are just N

(
0, σ2(f)

)
.

If D is closed under complex conjugation, for example if D = B(W ), then the results for
complex f follow easily from the results for real f by considering real and imaginary parts
(and the Cramér–Wold device). Our formulation allows for other interesting domains D,
for example D = ΠλB(W )+C1 where λ is a non-real isolated point in the spectrum σ(R).
(See also Example 2.20.) �

The second theorem treats the fluctuations around the limit. As in the finite colour case
(see e.g. [18; 31]), there are (under some additional hypotheses) three cases depending on
the size of the spectral gap (or, equivalently, on θD); in the theorem below we indicate the
range of θD for each case. Recall that we regard R as an operator on B(W ).

Theorem 2.13. Let (mn)n≥0 be a mvpp with initial composition m0 and random replace-

ment kernel R(1). We assume that R(1) satisfies Assumptions (B), (H), and (N). Let D
be a closed invariant subspace of B(W ) such that 1 ∈ D and the restriction RD of R to
D is slqc. Then, the following hold.

(1) (The case θD < 1/2.) If RD is small and R is slqc, then for any f ∈ D,

n
1/2(m̃nf − νf)

d−→ N
(

0,
1

2

(
σ2(f) + Re(χ(f)) Im(χ(f))

Im(χ(f)) σ2(f)− Re(χ(f))

))
, (2.27)

where

χ(f) :=

∫ ∞
0

νB
(
esR(f − νf)

)
e−s ds =

∫
E

∫ ∞
0

Bx

(
esR(f − νf)

)
e−s ds dν(x) (2.28)

and

σ2(f) :=

∫ ∞
0

νC
(
esR(f − νf)

)
e−s ds =

∫
E

∫ ∞
0

Cx

(
esR(f − νf)

)
e−s ds dν(x) (2.29)

with

B(f) : x 7→ Bx(f) := E
[(
R(1)
x f

)2]
and C(f) : x 7→ Cx(f) := E

[∣∣R(1)
x f

∣∣2] (2.30)

and with absolutely convergent integrals.
(2) (The case θD = 1/2.) If RD and R are slqc and the spectrum of RD is given by

σ(RD) = {1, λ1, . . . , λp} ∪∆ (2.31)

for some p ≥ 1, where Re(λ1) = · · · = Re(λp) = 1/2 and sup Re(∆) < 1/2, let

κj := min
{
k ≥ 1 : (RD − λjI)k = 0 on ΠλjD

}
, 1 ≤ j ≤ p, (2.32)

and κ := maxj≤p κj. Assume that κ <∞. Then, for any f ∈ D,

n1/2

(log n)κ−1/2

(
m̃nf − νf

) d−→ N
(

0,
1

2

(
σ2(f) + Re(χ(f)) Im(χ(f))

Im(χ(f)) σ2(f)− Re(χ(f))

))
, (2.33)
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where

χ(f) :=

p∑
j,j′=1

1κj=κj′=κ, λj=λj′

(2κ− 1)((κ− 1)!)2
νB̃
(

(R− λjI)κ−1Πλjf, (R− λj′I)κ−1Πλj′f
)

(2.34)

and

σ2(f) :=

p∑
j=1

1κj=κ

(2κ− 1)((κ− 1)!)2
νC
(
(R− λjI)κ−1Πλjf

)
(2.35)

with C as in (2.30) and

B̃(f, g) : x 7→ B̃x(f, g) := E[R(1)
x f ·R(1)

x g], (2.36)

(3) (The case θD > 1/2.) If RD is slqc and the spectrum of RD is given by

σ(RD) = {1, λ1, . . . , λp} ∪∆ (2.37)

for some p ≥ 1, where Re(λ1) = · · · = Re(λp) ∈ (1/2, 1), and sup Re(∆) < Re(λ1),
let κj (1 ≤ j ≤ p) be defined by (2.32) and let κ := maxj≤p κj. Assume that κ < ∞.
Then, for any f ∈ D, there exist complex random variables Λ1, . . . ,Λp ∈ L2 such that

n1−Reλ1

(log n)κ−1

(
m̃nf − νf

)
−

p∑
j=1

ni ImλjΛj → 0 (2.38)

a.s. and in L2. Furthermore,

EΛj =
Γ(m0(E) + 1)

(κ− 1)! Γ(m0(E) + λj)
m̃0(R− λj)κ−1Πλjf. (2.39)

Remark 2.14. To adapt our results to a random m0, we make the same assumptions
as in Theorems 2.10 and 2.13, and we assume that (H)(iii) holds almost surely. Under
these assumptions, Theorems 2.10 and 2.13 apply conditionally on m0. This implies that,
under these assumptions, the almost-sure convergences in Theorems 2.10 and 2.13 still
hold for random m0. Furthermore, since the limiting distributions in Theorem 2.13 (1)
and (2) do not depend on m0, it also implies that the convergences in distribution in
Theorem 2.13(1) and (2) hold if m0 is random. If in addition E m̃0V < +∞, then, by
dominated convergence, the left-hand-side terms of (2.23) and (2.25) also converge to 0
when n→ +∞.

Under the assumptions of Theorem 2.13(3), conditioning on m0 shows that (2.38) still
holds a.s. for a random m0, with (2.39) replaced by

EΛj = E
[

Γ(m0(E) + 1)

(κ− 1)! Γ(m0(E) + λj)
m̃0(R− λj)κ−1Πλjf

]
. (2.40)

Moreover, it follows from the proof that under the additional assumption that

E
[
(m0(E) + 1)2(1−Reλ1)m̃0V

]
<∞, (2.41)

(2.38) holds also in L2, see Remark 4.6. (Note that E [(m0(E) + 1)m̃0V ] < ∞ suffices
for (2.41).) �

Remark 2.15. The operator B defined in (2.30) is the quadratic operator corresponding

to the bilinear operator B̃ in (2.36), i.e., B(f) = B̃(f, f). Similarly, C(f) = B̃(f, f). It

follows from (2.8) that the bilinear map B̃ is bounded, and thus continuous, as a mapping
B(W )×B(W )→ B(W 2). Indeed, for all f, g ∈ B(W ) such that ‖f‖B(W ) = ‖g‖B(W ) = 1,
we have, for all x ∈ E,

E[|R(1)
x f ·R(1)

x g|] ≤ E
[
(|R(1)

x |W )2
]
≤ E

[
(|R(1)

x |W )q
]2/q
≤ CW (x)2, (2.42)
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where we used Jensen’s inequality and (2.8). Hence, B and C are continuous maps
B(W )→ B(W 2), and

‖B(f)‖B(W 2) ≤ C‖f‖2B(W ), ‖C(f)‖B(W 2) ≤ C‖f‖2B(W ). (2.43)

�

Remark 2.16. Just as in the finitely-many-colour case, the limit result (2.38) implies

convergence in distribution of n1−Reλ1

(logn)κ−1

(
m̃nf−νf

)
for suitable subsequences, but in general

not for the full sequence. �

Remark 2.17. The asymptotic normality in parts (1) and (2) extends immediately to
joint convergence for any number of f ∈ D, by the Cramér–Wold device [12, Theorem
5.10.5]; the asymptotic covariances are given by obvious bilinear analogues of the variance
formulas in the theorem (cf. Remark 2.15).

In part (3), joint (subsequence) convergence in distribution for several f ∈ D is imme-
diate from the a.s. convergence in (2.38). �

Remark 2.18. The assumption κ < ∞ in parts (2) and (3) holds, in particular, if we
have dim(ΠλjD) < ∞ for each j ≤ p. To see this, let Dj := ΠλjD, and note that if
dim(Dj) < ∞, then the restriction RDj is an operator in the finite-dimensional vector
space Dj with spectrum σ(RDj ) = {λj}; hence the operator RDj − λjI is nilpotent (as is
shown by the Jordan decomposition), and thus κj in (2.32) is finite; in fact,

κj ≤ dim(Dj). (2.44)

Hence, κ ≤ maxj dim(Dj) <∞ if all Dj = ΠλjD have finite dimensions. �

Remark 2.19. Note that allowing a domain D ⊂ B(W ) leads to a more complete result.
For instance, if ∆ is a clopen subset of σ(R), then one can consider the operator RD

acting on D = Π∆B(W ) + C1, whose spectrum is {1} ∪ {∆} which may be strictly
included in σ(R). In that case, the assumptions in Theorem 2.10(1)–(3) on RD become
assumptions on ∆, and then the theorem yields results for f ∈ D, even if the assumptions
are not satisfied for σ(R).

For another example where subspaces are useful, see Remark 6.13. �

Example 2.20. We give a simple example; further examples are given in Section 6.
Suppose that R is slqc in B(W ), and that f ∈ B(W ) is an eigenfunction: Rf = λf with
λ 6= 1. Then Theorem 2.10 applies to the two-dimensional space D spanned by f and 1.

If Reλ < 1/2, then (1) yields the asymptotic normality (2.27). We have νf = 0 and
esRf = esλf , and thus (2.28) and (2.29) yield χ(f) = (1 − 2λ)−1νB(f) and σ2(f) =
(1− 2 Reλ)−1νC(f).

If Reλ = 1/2, then (2) applies instead, with p = 1 and κ = 1; (2.34) and (2.35) yield
χ(f) = νB(f) and σ2(f) = νC(f).

Finally, if Reλ > 1/2, then (3) applies, with σ(RD) = {1, λ} and κ = 1; (2.38) shows that

there exists a complex random variable Λ such that n1−Re(λ)(m̃nf − νf) − niIm(λ)Λ → 0,
and hence n1−λ(m̃nf − νf)→ Λ, almost surely and in L2 when n→ +∞. �

Remark 2.21. In Theorem 2.13, the assumption that 1 ∈ D is in fact not necessary.
We make this assumption for convenience and because, in practice, as one can see in
Example 2.20, 1 can always be added to D to enter the setting of our results. �

Example 2.22. The classical generalised Pólya urn model with finitely-many colours is

given by E = {1, . . . , d} and R
(1)
x = (r

(1)
x,1δ1 + · · · + r

(1)
x,dδd)/S, where r(1) = (r

(1)
x,y)1≤x,y≤d

is a (possibly random) matrix of integers, with r
(1)
x,y ≥ 0 when x 6= y, r

(1)
x,x ≥ −1 for

all 1 ≤ x ≤ d, δx is a point mass (Dirac measure) at x, and S is a scaling factor (for
convenience). We apply our results to that case and compare the outcome to results from
the literature. This model satisfies
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(B) if and only if the replacement matrix r(1) is “balanced”, i.e. if all row sums are
equal to S (a.s.);

(H) always when (B) holds, since then −1 ≤ r
(1)
x,y ≤ S + 1 a.s. (We take V ≡ 1.)

(N) always when (B) holds, since then the non-negative matrix E r(1) + I = (E[r
(1)
x,y +

δx,y])x,y has a positive right eigenvector with eigenvalue S+1 (viz. 1), and therefore
it follows from the the Perron–Frobenius theorem that it also has a non-negative
left eigenvector u = (ux)d1 with this eigenvalue; we may assume that

∑
x ux = 1

and then take ν =
∑

x uxδx.

Furthermore, B(1) = B(E) is the space of all functions from {1, . . . , d} to C, i.e. Cd.
Under (B), the operator R defined by r̄/S = E[r(1)]/S on Cd is slqc if and only if the
eigenvalue 1 has (algebraic) multiplicity 1. Under these assumptions, (2.23)–(2.24) imply
that, if un is the composition vector of the urn at time n, i.e. the vector whose i-th
coordinate is the number of balls of colour i in the urn at time n, then

‖un − v‖ = o(n−δ) a.s. and in L2 as n→∞, (2.45)

for all δ ∈ (0, (1− θ)∧ 1/2), where θ is the maximum of the real parts of the eigenvalues of
r excluding 1. Furthermore, Theorem 2.13(1) and (2) allow us to recover versions of the
limit theorems [18, Theorems 3.22, 3.23 and 3.24]: the only caveat is that we make the
additional assumption that the replacement matrix is balanced. �

Remark 2.23. As mentioned in the introduction, it is standard in the theory of Pólya
urns to associate different weights (or activities) to the balls of different colours. In this
generalisation, when picking a ball at random at the n-th step, one pick each of the
balls with probability proportional to its weight, and then applies the replacement rule as
normal depending on the colour of the drawn ball.

In [27], the authors generalise this concept of weight in the infinitely-many-colour case:
for all positive kernel P = (Px)x∈E , they define the mvpp mn as in (2.2), except that,
conditionally on mn, Yn+1 is drawn according to the distribution mnP/mnP(E).

One can apply our main results (Theorems 2.10 and 2.13) to m′n := mnP, which is an
mvpp of replacement kernel RP. Our assumptions require in particular that RP satisfies
the balance assumption (B). From our main results applied to m′n, if the operator induced
by P is invertible, one can deduce a fluctuation result for the original weighted mvpp mn.

Even if P were non-invertible, it would be straightforward to generalise our proofs to
the weighted case under the assumption that RP is balanced; since our proofs are already
technical, and since the balance assumption restricts greatly the set of weighted kernels
one could use, we do not extend our framework to include this case. �

Remark 2.24. In the theorems above, we regard R as an operator on B(W ), where the
possibility to choose a suitable W gives additional flexibility. (Warning: the spectrum
σ(R), and thus e.g. θ, may change if we change W , see the example in Section 6.1.)
The space B(W ) seems natural and convenient for applications, but it is not the only
reasonable choice of a function space.

First, in typical cases, we may ignore functions that are 0 ν-a.e. and it is then equivalent
to consider R as an operator on the quotient space of B(W ) modulo functions that are
0 ν-a.e., which we denote by L∞(W ; ν); see Lemma 5.1 which implies that R always is
well defined on L∞(W ; ν). However, Example 5.2 shows that there are (exceptional) cases
when null sets and functions cannot be completely ignored.

More importantly, the examples in Sections 6.2 and 6.3 use Fourier analysis and it is
then convenient to consider R as an operator on L2(E, ν). In these examples we transfer
spectral properties of R from L2(E, ν) to B(E) and then apply the theorems above.
However, for these and other similar examples, it would be desirable to have extensions
of the theorems above where B(W ) is replaced by a more general function space on E,
including L2(E, ν) as a possible choice. (Other choices might also be useful in other
applications.) In the present paper, however, we consider only the theorems as stated
above, with R acting on B(W ) (and invariant subspaces thereof). �
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2.1. Degenerate limits? The limit results in Theorem 2.13 are less interesting when the
limit distribution is identically 0. We characterize here these degenerate cases, and begin
by showing that in part (1) of Theorem 2.13, the limit is non-degenerate except in trivial
cases. Proofs are given in Section 5.

Theorem 2.25. Suppose that the conditions of Theorem 2.13(1) hold, and let f ∈ D. Let
Σ(f) be the covariance matrix in (2.27). Then the following are equivalent:

(i) Σ(f) = 0.
(ii) σ2(f) = 0.
(iii) νC(f − νf) = 0.

(iv) R
(1)
x f = νf a.s., for ν-a.e. x.

On the contrary, in Theorem 2.13(2), the asymptotic distribution depends only on
Πλ1f, . . . ,Πλpf , and thus it degenerates to 0 for many f . (For such f , it might be pos-
sible to apply the theorem with a smaller space D.) In fact, in typical applications, the
projections Πλj project onto finite-dimensional subspaces, and thus their kernels are very
large. We have the following characterization.

Theorem 2.26. Suppose that the conditions of Theorem 2.13(2) hold, and let f ∈ D. Let
Σ(f) be the covariance matrix in (2.33). Then the following are equivalent:

(i) Σ(f) = 0.
(ii) σ2(f) = 0.
(iii) (R− λjI)κ−1Πλjf = 0 ν-a.e., for every j = 1, . . . , p.

(iv) (R− λjI)κ−1Πλjf = 0 ν-a.e., for every j = 1, . . . , p such that κj = κ.

In Theorem 2.13(3), the situation is similar to Theorem 2.13(2). The characterization
is more technical, partly because the limit distribution now also depends on the initial
values m0; we give several equivalent conditions. Note that the sum

∑
j n

i ImλjΛj in (2.38)
vanishes for all n if and only if Λj = 0 for each j = 1, . . . , p. In typical cases, the conditions
below are satisfied only for gj = 0, but Example 5.2 gives an example where gj is non-zero
and the conditions are satisfied for some, but not all, m0.

Theorem 2.27. Suppose that the conditions of Theorem 2.13(3) hold, and let f ∈ D. Let
Λj be as in (2.38), and let gj := (R− λj)κ−1Πλjf . Then the following are equivalent, for
each j = 1, . . . , p:

(i) Λj is (a.s.) non-random.
(ii) Λj = EΛj a.s.
(iii) Λj = 0 a.s.
(iv) mngj = 0 a.s., for every n ≥ 0.

(v) m0gj = 0 and R
(n+1)
Yn+1

gj = 0 a.s., for every n ≥ 0.

(vi) mn|gj | = 0 a.s., for every n ≥ 0.
(vii) mn{x : |gj(x)| 6= 0} = 0 a.s., for every n ≥ 0.

(viii) m0R
n|gj | = 0, for every n ≥ 0.

Moreover, if R is slqc on B(W ), then (i)–(viii) imply

(ix) gj = 0 ν-a.e.

Conversely, if m0 is absolutely continuous w.r.t. ν, then (ix) implies (i)–(viii).

Remark 2.28. It follows from Theorems 2.26 and 2.27 that when considering joint limits
for several f ∈ D in parts (2) and (3) of Theorem 2.13 (see Remark 2.17), the limit
distribution is supported on a subspace of dimension at most

p∑
j=1

dim
[
(R− λj)κ−1Πλj (D)

]
(2.46)

with equality in typical cases (we leave the details to the reader). Note that this is always
at most

∑p
j=1 dim

[
Πλj (D)

]
. �
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3. Proof of Theorem 2.10

We assume throughout this section that Assumptions (B), (H), and (N) hold. Recall
that m0 is non-random (unless we explicitly say otherwise), and that constants C do not
depend on m0. The claims about θ and θD in Theorem 2.10 follow by Lemma 2.9.

3.1. Preliminary results. Define, for n ≥ 0, the random signed measure

vn := m̃n − ν. (3.1)

Lemma 3.1. For all n ≥ 0,

vn = v0B0,n +

n∑
i=1

γi−1∆MiBi,n, (3.2)

where, for all n ≥ 0 and 0 ≤ i ≤ n,

Bi,n :=
n−1∏
j=i

(I + γj(R− I)), (3.3)

∆Mn+1 := R
(n+1)
Yn+1

− EnR
(n+1)
Yn+1

= R
(n+1)
Yn+1

− EnRYn+1 = R
(n+1)
Yn+1

− m̃nR, (3.4)

γn :=
1

n+ 1 + m0(E)
. (3.5)

Proof. By definition, for any n ≥ 0, we have (2.2), where the conditional distribution of
Yn+1 given mn is m̃n. Furthermore, (B) implies, see (2.3),

mn+1(E) = m0(E) + n+ 1 = 1/γn. (3.6)

Together with (3.4), this implies

m̃n+1 =
mn+1

mn+1(E)
=

mn

mn+1(E)
+ γnR

(n+1)
Yn+1

=
mn(E)

mn+1(E)
· m̃n + γnR

(n+1)
Yn+1

= (1− γn)m̃n + γnR
(n+1)
Yn+1

= m̃n + γnm̃n(R− I) + γn∆Mn+1, (3.7)

By definition, vn = m̃n − ν, and by (2.20), we have ν(R − I) = νR − ν = 0; therefore,
(3.7) implies

vn+1 = vn + γnvn(R− I) + γn∆Mn+1 = vn
(
I + γn(R− I)

)
+ γn∆Mn+1, (3.8)

and (3.2) follows by induction. �

As noted above, it follows from (2.16) that R is a bounded operator on B(W ); hence
every Bi,n is too. Dually, R and Bn,i are bounded operators on M(W ) (acting on the
right). Moreover:

Lemma 3.2. A.s., for every n ≥ 0, we have mn, m̃n, vn, R
(n+1)
Yn+1

,∆Mn+1 ∈M(W ). More-
over,

E
[
mnW

]
<∞ and E

[
|vn|W

]
<∞, (3.9)

and

sup
n≥0

E m̃nV ≤ Cm̃0V and sup
n≥1

EV (Yn) ≤ Cm̃0V. (3.10)

Finally, there exists a constant C such that for every g ∈ B(W )

|v0g|2 ≤ C‖g‖2B(W ) (m̃0W )2 ≤ C‖g‖2B(W ) m̃0V, (3.11)

E
∣∣∆Mig

∣∣2 ≤ C‖g‖2B(W ) m̃0V, i ≥ 1, (3.12)

Ei−1

∣∣∆Mig
∣∣q ≤ C‖g‖qB(W ) m̃i−1(V ), i ≥ 1. (3.13)
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Proof. We start by proving mn, m̃n, vn, R
(n+1)
Yn+1

,∆Mn+1 ∈ M(W ) and (3.9). By con-

struction, the conditional distribution of R
(n+1)
Yn+1

given Fn and Yn+1 = y, for some y ∈ E,

equals the distribution of R
(1)
y . Hence, using (H)(ii) through its consequence (2.16),

E
[
|R(n+1)

Yn+1
W |

∣∣ Fn, Yn+1 = y
]

= E
∣∣R(1)

y W
∣∣ ≤ E

[
|R(1)

y |W
]
≤ CW (y). (3.14)

In other words, a.s.,

E
[
|R(n+1)

Yn+1
W |

∣∣ Fn, Yn+1

]
≤ CW (Yn+1). (3.15)

Furthermore, Yn+1 has the conditional distribution m̃n given Fn, and thus, by taking the
conditional expectation En in (3.15),

En
∣∣R(n+1)

Yn+1
W
∣∣ = E

[
|R(n+1)

Yn+1
W |

∣∣ Fn] ≤ C E
[
W (Yn+1)

∣∣ Fn] = C

∫
E
W (y) dm̃n(y)

= Cm̃nW. (3.16)

Hence, by (2.2), (2.1) and (2.3),

Emn+1W = EmnW + ER(n+1)
Yn+1

W ≤ EmnW + C E m̃nW

=
(

1 +
C

m0(E) + n

)
EmnW. (3.17)

Hence, the first part of (3.9) follows by induction, since m0W ≤ m0V < ∞ by (H)(iii)

(recall that W = V 1/q, q > 2, and V ≥ 1).
Consequently, for every n, a.s., mnW <∞ and thus mn ∈ M(W ), recalling that mn is

a positive measure. Hence, also m̃n ∈M(W ) and, by (2.2), R
(n+1)
Yn+1

∈M(W ).

Since R acts onM(W ) as noted above, we further obtain m̃nR ∈M(W ) and thus (3.4)
yields ∆Mn+1 ∈M(W ) a.s.

Finally, (3.1) implies that |vn| ≤ m̃n + ν and (N) shows that ν ∈ M(V ) ⊆ M(W );
hence, vnW ∈M(W ) a.s. and E

[
|vn|W

]
<∞ follow from the results for mn and m̃n.

We now prove (3.10). Recall that, by Assumption (H), RV ≤ ϑV + C1. Taking
expectations in (3.7), since E∆Mn+1 = 0, we obtain

E m̃n+1 = E m̃n + γn E m̃n(R− I) = (1− γn)E m̃n + γn E m̃nR (3.18)

and thus

E m̃n+1V = (1− γn)E m̃nV + γn E m̃nRV ≤ (1− γn)E m̃nV + γn E m̃n(ϑV + C1)

= (1− γn + γnϑ)E m̃nV + γnC1. (3.19)

Recall that m̃0V <∞ by (H)(iii). Let C0 := m̃0V ∨ C1
1−ϑ . Then E m̃nV ≤ C0 by induction;

indeed, the induction hypothesis and (3.19) yield

E m̃n+1V ≤ (1− (1− ϑ)γn)C0 + γnC1 = C0 + γn(C1 − (1− ϑ)C0) ≤ C0. (3.20)

Because m̃0V ≥ 1, we have that C0 ≤ (1 + C1
1−ϑ)m̃0V , which proves the first part of (3.10).

Finally, since Yn has the conditional distribution m̃n−1 given Fn−1, this implies

EV (Yn) = E[En−1 V (Yn)] = E[m̃n−1V ] ≤ Cm̃0V. (3.21)

It only remains to prove (3.11), (3.12) and (3.13). For (3.11) note that v0 = m̃0−ν
and thus

|v0g|2 ≤ 2 (m̃0|g|)2 + 2(ν|g|)2 ≤ 2
(
(m̃0W )2 + (νW )2

)
‖g‖2B(W )

≤ C(m̃0W )2‖g‖2B(W ) ≤ Cm̃0V ‖g‖2B(W ), (3.22)

where we used the fact that (m̃0W )2 ≥ 1 and (νW )2 ≤ ν(W 2) ≤ νV < +∞ by (N), and
similarly (m̃0W )2 ≤ m̃0(W 2) ≤ m̃0V .
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For i ≥ 1, by the definition (3.4),

Ei−1

∣∣∆Mig
∣∣q = Ei−1

∣∣R(i)
Yi
g − Ei−1R

(i)
Yi
g
∣∣q ≤ C Ei−1

∣∣R(i)
Yi
g
∣∣q ≤ C‖g‖qB(W ) Ei−1

(
|R(i)

Yi
|W
)q
.

(3.23)

Furthermore, arguing as in (3.14)–(3.16), now using (2.8), gives

Ei−1

(
|R(i)

Yi
|W
)q ≤ C2

∫
E
V (x) dm̃i−1(x) = C2m̃i−1V. (3.24)

Therefore, (3.13) follows by (3.23) and (3.24). By taking the expectation in (3.13) and
using (3.10), we obtain

E
∣∣∆Mig

∣∣q ≤ C‖g‖qB(W ) m̃0V. (3.25)

Since q > 2, (3.12) follows from (3.25) by Jensen’s inequality and since m̃0V ≥ 1. �

Lemma 3.1 implies that if f ∈ B(W ), then (with all terms a.s. finite and integrable by
Lemma 3.2)

vnf = v0B0,nf +
n∑
i=1

γi−1∆MiBi,nf. (3.26)

Note that the sequence of partial sums of (3.26) is a martingale, since Ei−1 ∆Mi = 0. For
later use, note that (2.19) and (2.20) imply

Bi,n1 = 1, (3.27)

νBi,n = ν. (3.28)

We write (3.26) as

vnf = ζn,0 +

n∑
i=1

ζn,i, (3.29)

where

ζn,0 = ζn,0(f) := v0B0,nf, (3.30)

ζn,i = ζn,i(f) := γi−1∆MiBi,nf, 1 ≤ i ≤ n. (3.31)

The main part of the proof is to use the assumptions to show that the random variables
ζn,i are suitably small. Note that

vn1 = m̃n1− ν1 = 0, (3.32)

since both m̃n and ν are probability measures. Note also that (B) implies that

∆Mi1 = R
(i)
Yi

1− Ei−1R
(i)
Yi

1 = 1− 1 = 0 a.s. (3.33)

Hence (3.30)–(3.31) and (3.27) show that taking f = 1, we obtain ζn,i(1) = 0 a.s. for every
i ≥ 0. Consequently, by linearity, for any i ≥ 0 and any constant c,

ζn,i(f) = ζn,i(f − c) a.s. (3.34)

Recall (see [5, (VII.4.5)] or [7, Section VII.3]) that if T is a bounded operator on a
complex Banach space, with spectrum σ(T ), and h is a function that is analytic in a
neighbourhood of σ(T ), then h(T ) is the bounded operator defined by

h(T ) :=
1

2πi

∮
Γ
h(z)(z − T )−1 dz, (3.35)

integrating over a union Γ of rectifiable closed curves that encircle each component of σ(T )
once in the positive direction, such that furthermore h is analytic on Γ and in the interior
of each of the curves. For properties of the map h 7→ h(T ) see [5, Theorem VII.4.7]. In
particular, note that if h = h1h2, with h1 and h2 analytic in a neighbourhood of σ(T ),
then

h(T ) = h1(T )h2(T ). (3.36)
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Furthermore, the resolvent z 7→ (z − T )−1 is analytic outside σ(T ) [5, Theorem VII.3.6],
and thus ‖(z − T )−1‖ is bounded on Γ; hence (3.35) implies the existence of a constant
CΓ (depending also on T ) such that

‖h(T )‖ ≤ CΓ sup
z∈Γ
|h(z)|. (3.37)

Recall also that (3.35) extends the elementary definition of h(T ) for polynomials h. Hence,

Bm,n = bm,n(R), (3.38)

where bm,n(z) is the polynomial

bm,n(z) :=
n−1∏
k=m

(1 + γk(z − 1)). (3.39)

Moreover, for any complex c, the function ecz is entire so ecT can be defined by (3.35) as a
bounded operator; this agrees with the definition using the usual power series expansion.
In particular, if t > 0, this defines tT = e(log t)T .

Lemma 3.3. For each compact set K ⊂ C, we have uniformly for z ∈ K and 0 ≤ m ≤ n,
with n ≥ 1,

|bm,n(z)| ≤ C
(

m0(E) + n

m0(E) + (m ∨ 1)

)Re z−1

. (3.40)

Furthermore, there exists a family of analytic functions hm,n : C→ C defined by

bm,n(z) = (1 + hm,n(z))

(
m0(E) + n

m0(E) + (m ∨ 1)

)z−1

(3.41)

= (1 + hm,n(z)) exp
[
(z − 1)

(
log(m0(E) + n)− log(m0(E) + (m ∨ 1))

)]
(3.42)

such that uniformly for z ∈ K and 0 ≤ m ≤ n,

|hm,n(z)| ≤ C

m ∨ 1
. (3.43)

Proof. The function hm,n defined by (3.41) is analytic, and hence it only remains to prove
(3.43), since then (3.40) follows from (3.41).

Let CK := supz∈K |z−1|. We may in the sequel assume n ≥ m ≥ 2CK , and in particular
that m ∨ 1 = m. The result for smaller m then follows from the result for m = d2CKe
because each factor in (3.39) is bounded by 1+CK on K. (The case n < d2CKe is trivial.)

For k ≥ m ≥ 2CK and z ∈ K, we have γk ≤ 1/k ≤ 1/(2CK), and thus |γk(z−1)| ≤ 1/2.
Hence, ∣∣log

(
1 + γk(z − 1)

)
− γk(z − 1)

∣∣ ≤ γ2
k |z − 1|2 ≤

C2
K

k2
. (3.44)

Consequently,

bm,n(z) = exp
(n−1∑
k=m

log
(
1 + γk(z − 1)

))
= exp

(n−1∑
k=m

z − 1

m0(E) + 1 + k
+O(1/m)

)
= exp

[
(z − 1)

(
log(m0(E) + n)− log(m0(E) +m)

)
+O(1/m)

]
, (3.45)

where the implicit constant in O(1/m) does not depend on m0, and the result (3.43) follows.
�

Remark 3.4. Alternatively, one can show (3.40) and (3.43) using the exact formula

bm,n(z) =
n−1∏
k=m

m0(E) + k + z

m0(E) + k + 1
=

Γ(n+ m0(E) + z)

Γ(n+ m0(E) + 1)

Γ(m+ m0(E) + 1)

Γ(m+ m0(E) + z)
(3.46)

and Stirling’s formula. �
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Lemma 3.5. Assume that the conditions of Theorem 2.10 hold. Then Π1f = (νf)1, for
all f ∈ D. As a consequence,

(I−Π1)D = {f ∈ D : Π1f = 0} = {f ∈ D : νf = 0}. (3.47)

In particular, if ∆ is a clopen subset of σ(RD) \ {1}, and f ∈ Π∆D, then νf = 0.

Proof. Define Πf := (νf)1. Then Π is a bounded operator in D ⊆ B(W ) because νW <∞
by (N) and 1 ∈ D. Furthermore, Π is a projection in D (since ν1 = 1), and (2.19) and
(2.20) imply that RΠ = Π = ΠR. Thus Π commutes with R, and therefore with Π1

(see [5, Proposition VII.4.9]). Furthermore, Π and Π1 are both projections with rank 1,
and the eigenfunction 1 belongs to both their ranges. Hence Π and Π1 are both projections
onto the subspace of constant functions. We thus get that, for any f ∈ D,

Π1f = Π Π1f = Π1Πf = Πf, (3.48)

as stated. The equalities (3.47) follow. Finally, if 1 /∈ ∆ and f ∈ Π∆D, then Π1f =
Π1Π∆f = Π{1}∩∆f = Π∅f = 0, see e.g. [7, Corollary VII.3.21], and thus νf = 0. �

3.2. Proof of (2.23) and (2.25) of Theorem 2.10. We prove first some lemmata.

Lemma 3.6. Assume that the conditions of Theorem 2.10 hold.
(i) For every δ ∈ (0, 1− θD), there exists a constant Cδ such that for every f ∈ D with

νf = 0, n ≥ 1 and 0 ≤ m ≤ n,∥∥Bm,nf∥∥B(W )
≤ Cδ

(
m0(E) + (m ∨ 1)

m0(E) + n

)δ
‖f‖B(W ). (3.49)

(ii) If f ∈ B(W ) and (R− λI)κf = 0 for some λ ∈ C and κ ≥ 1, then for n ≥ 1 and
0 ≤ m ≤ n,∥∥Bm,nf∥∥B(W )

≤ Cλ,κ
(
m0(E) + (m ∨ 1)

m0(E) + n

)1−Re(λ)
[

1 +

(
log

(
m0(E) + n

m0(E) + (m ∨ 1)

))κ−1
]
‖f‖B(W ),

(3.50)

for some constant Cλ,κ not depending on f .

Proof. (i): Note that f ∈ (I − Π1)D by Lemma 3.5. We let R′ denote the restriction of
R (or RD) to (I− Π1)D; R′ is a bounded operator with spectrum σ(R′) = σ(RD) \ {1}
(see for instance [7, Theorem VII.3.20]).

Fix δ ∈ (0, 1−θD). Then supz∈σ(R′) Re(z) = θD < 1−δ, and thus we can find a rectifiable

curve Γ in C that encircles σ(R′) such that supz∈Γ Re(z) ≤ 1− δ. Consequently, by (3.38)
and (3.35),

Bm,nf = bm,n(R)f = bm,n(R′)f =
1

2πi

∮
Γ
bm,n(z)(z −R′)−1f dz. (3.51)

Furthermore, Lemma 3.3 implies that for z ∈ Γ,

|bm,n(z)| ≤ C
(

m0(E) + n

m0(E) + (m ∨ 1)

)Re z−1

≤ C
(

m0(E) + n

m0(E) + (m ∨ 1)

)−δ
= C

(
m0(E) + (m ∨ 1)

m0(E) + n

)δ
.

(3.52)

The result (3.49) follows from (3.51) and (3.52), see (3.37).
(ii): We use the factorization (3.41) and (3.36). Thus,

Bm,nf = bm,n(R)f =
(
I + hm,n(R)

)( m0(E) + n

m0(E) + (m ∨ 1)

)R−I
f. (3.53)

Furthermore, by (3.43), the functions hm,n, for n ≥ 1 and 0 ≤ m ≤ n, are uniformly
bounded on any fixed compact subset of C, and thus (3.37) implies that the operators
hm,n(R) are uniformly bounded on B(W ) by a constant that does not depend on m0.
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Moreover, for all functions f ∈ D such that (R− λI)κf = 0, for m ≥ 1,(
m0(E) + n

m0(E) +m

)R−I
f =

(
m0(E) + n

m0(E) +m

)λ−1

exp

(
log

(
m0(E) + n

m0(E) +m

)
(R− λI)

)
f

=

(
m0(E) +m

m0(E) + n

)1−λ κ−1∑
k=0

logk
(
m0(E) + n

m0(E) +m

)
(R− λI)kf

k!
. (3.54)

The result follows by (3.53) and (3.54) since the operators (R− λI)k are bounded. �

Recall from Section 1.4 that we use C for constants that may depend on m0.

Lemma 3.7. Assume that the conditions of Theorem 2.10 hold.
(i) For every δ ∈ (0, 1−θD), there exists a constant Cδ <∞ such that for every f ∈ D,

|ζn,0| ≤ Cδ(1/n)δ ‖f‖B(W ), n ≥ 1, (3.55)

(Ei−1 |ζn,i|q)
1/q ≤ Cδ

i
(i/n)δ ‖f‖B(W ) (m̃i−1(V ))

1/q , n ≥ i ≥ 1. (3.56)

(ii) If λ ∈ C and κ ≥ 1, there exists a constant Cλ,κ such that if f ∈ B(W ) and
(R− λI)κf = 0, then

|ζn,0| ≤ Cλ,κ(1/n)1−Re(λ)(log n)κ−1 ‖f‖B(W ), n ≥ 2, (3.57)

(Ei−1 |ζn,i|q)
1/q ≤

Cλ,κ
i

(i/n)1−Re(λ)
[
1 + (log(n/i))κ−1

]
‖f‖B(W ) m̃i−1(V )

1/q, n ≥ i ≥ 1.

(3.58)

Proof. By homogeneity, we may without loss of generality assume ‖f‖B(W ) = 1. Further-
more, by (3.34) we may replace f by f − νf ; hence we may also assume νf = 0.

(i): Fix δ ∈ (0, 1− θD). According to Lemma 3.6, we have for all n ≥ 1 and 0 ≤ i ≤ n,

|Bi,nf | ≤ C′δ

(
i ∨ 1

n

)δ
W. (3.59)

First, taking i = 0, we obtain (3.55) from (3.30) and (3.59), since v0 ∈ M(W ) by
Lemma 3.2.

For n ≥ i ≥ 1, we have by (3.31), Lemma 3.2 (Equation (3.13)) and (3.59),

Ei−1 |ζn,i|q = γqi−1 Ei−1 |∆MiBi,nf |q ≤
C

iq
‖Bi,nf‖qB(W ) m̃i−1(V ) ≤

C′′δ
iq

(
i

n

)δq
m̃i−1(V ).

(3.60)

This concludes the proof of (3.56).
(ii): The same arguments but using (3.50) instead of (3.49) lead to (3.57) and (3.58). �

For technical reasons, we have stated Theorem 2.10 for an invariant subspace D con-
taining the constant functions; these are eigenfunctions with eigenvalue 1 by (2.19), and
thus 1 ∈ σ(RD). It will now be convenient to consider also invariant subspaces not con-
taining constants; we then use the generic notation D′ to help the reader distinguish the
assumptions.

Lemma 3.8. Suppose that D′ is an R-invariant subspace of B(W ) and that θ′ ∈ R is
such that sup Reσ(RD′) < θ′. Then,

E |vnf |2 ≤ C m̃0V

(
m0(E) + 1

m0(E) + n

)1∧2(1−θ′)
‖f‖2B(W ), f ∈ D′, n ≥ 1. (3.61)

Proof. The terms in (3.26) are orthogonal, and thus, using (3.11) and (3.12) in Lemma 3.2,

E |vnf |2 = E
[
|v0B0,nf |2

]
+

n∑
i=1

γ2
i−1 E

[∣∣∆MiBi,nf
∣∣2]
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≤ Cm̃0V ‖B0,nf‖2B(W ) + C
n∑
i=1

(m0(E) + i)−2 m̃0V ‖Bi,nf‖2B(W ). (3.62)

We apply (3.37) to Bm,n = bm,n(R) as an operator on D′. By the assumption, we may
choose a curve Γ encircling σ(RD′) such that Re z ≤ θ′ for z ∈ Γ, and then (3.37) and
(3.40) yield, uniformly for 0 ≤ m ≤ n,

‖Bm,n‖D′ ≤ C
( m0(E) + n

m0(E) + (m ∨ 1)

)θ′−1
. (3.63)

By homogeneity, we may assume ‖f‖B(W ) = 1, and then (3.62) and (3.63) yield

E |vnf |2

m̃0V
≤ C

(
m0(E) + n

m0(E) + 1

)2(θ′−1)

+ C

n∑
i=1

(m0(E) + i)−2

(
m0(E) + n

m0(E) + i

)2(θ′−1)

≤ C
(
m0(E) + n

m0(E) + 1

)2θ′−2

+ C (m0(E) + n)2θ′−2
n∑
i=1

(m0(E) + i)−2θ′

≤ C
(
m0(E) + n

m0(E) + 1

)2θ′−2

+ C


(m0(E) + n)−1 if θ′ < 1/2

(m0(E) + n)−1 log(m0(E) + n) if θ′ = 1/2

(m0(E) + n)2θ′−2 if θ′ > 1/2.

(3.64)

This yields (3.61) when θ′ 6= 1/2. If θ′ = 1/2, then one can replace θ′ by some new θ′ < 1/2;
then (3.64) yields (3.61) in this case too. �

The estimates (2.23) and (2.25) of Theorem 2.10 directly follow from the following
result. Recall that vn := m̃n − ν.

Lemma 3.9. Assume that the conditions of Theorem 2.10 hold.
(i) For every δ ∈ (0, 1− θD), there exists a constant Cδ <∞ such that, for any f ∈ D

and any n ≥ 1,

E |vnf |2 ≤ Cδ m̃0V

(
m0(E) + 1

m0(E) + n

)2δ∧1

‖f‖2B(W ). (3.65)

(ii) If, furthermore, R is slqc on B(W ), then, for every δ ∈ (0, 1− θ), there exists a
constant Cδ <∞ such that, for all f ∈ B(W 2),

E |vnf | ≤ Cδ m̃0V

(
m0(E) + 1

m0(E) + n

)(2δ∧1)
q/2−1
q−1

‖f‖B(W 2). (3.66)

Proof. (i): This is essentially equivalent to Lemma 3.8. Recalling Lemma 3.5, we define

D′ := (1−Π1)D = {f ∈ D : νf = 0}. (3.67)

Then, as in the proof of Lemma 3.6, D′ is an invariant subspace of B(W ) and RD′ has
spectrum σ(RD′) = σ(RD) \ {1}, and thus sup Reσ(RD′) = θD. We define θ′ := 1 − δ,
and note that the assumption implies θ′ > θD. Hence, (3.61) applies and yields (3.65) for
f ∈ D′. Finally, for a general f ∈ D, we apply instead (3.61) to f−(νf)1 = (1−Π1)f ∈ D′
(recalling Lemma 3.5), noting that vn1 = 0 by (3.32).

(ii): We now assume that the operator R is slqc, so we may take D = B(W ) in (i). For
an arbitrary f ∈ B(W 2), we will use truncations: For all K ≥ 1,

E |vnf | ≤
∣∣E[vn(f1W 2≤K)]

∣∣+ E[m̃n|f1W 2>K |] + ν|f1W 2>K |. (3.68)

First, since |f(x)|1W (x)2≤K ≤ ‖f‖B(W 2)W (x)
√
K, we deduce that ‖f1W 2≤K‖B(W ) ≤

‖f‖B(W 2)

√
K. Therefore, by (3.65) applied to f1W 2≤K ∈ B(W ), we get, for any fixed
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δ ∈ (0, 1− θ) (the constants C below do not depend on f or K),

E
∣∣vn(f1W 2≤K)

∣∣ ≤ E[|vn(f1W 2≤K)|2]
1/2 ≤ C m̃0V

(
m0(E) + 1

m0(E) + n

)2δ∧1
2

‖f‖B(W 2)

√
K.

(3.69)

On the other hand, if W 2 > K then VW−2 = W q−2 > Kq/2−1 and thus

E[m̃n|f1W 2>K |] ≤ E[m̃n(W 21W 2>K)] ‖f‖B(W 2) ≤ K1−q/2 E[m̃nV ] ‖f‖B(W 2)

≤ CK1−q/2 ‖f‖B(W 2) m̃0V, (3.70)

where we used (3.10). The same computation also holds for ν|f1W 2>K |, since, by assump-
tion (N), νV <∞.

Finally, choosingK = ((m0(E) + 1)/(m0(E) + n))−(2δ∧1)/(q−1) and using (3.69) and (3.70),
we deduce (3.66). �

3.3. Proof of (2.24). We improve the estimate in Lemma 3.9(i) to an estimate for a
maximum over a restricted range.

Lemma 3.10. Suppose that D′ is an R-invariant subspace of B(W ) and that θ′ > 1/2

is such that sup Reσ(RD′) < θ′. Moreover, let 0 < τ < 1. Then there exists a constant
C = C(τ) such that

E sup
N−Nτ≤n≤N

|vnf |2 ≤ Cm̃0V

(
m0(E) + 1

m0(E) +N

)2(1−θ′)+τ
N τ ‖f‖2B(W ), f ∈ D′, N ≥ 1.

(3.71)

Proof. If 0 ≤ i ≤ n ≤ N , then the definition (3.3) implies

Bi,nBn,N = Bi,N . (3.72)

Let f ∈ D′. For 0 ≤ n ≤ N , we apply (3.26) to Bn,Nf and obtain, using (3.72),

vnBn,Nf = v0B0,Nf +

n∑
i=1

γi−1∆MiBi,Nf. (3.73)

Since Ei−1 ∆Mi = 0, (3.73) shows that
(
vnBn,Nf

)
0≤n≤N is a martingale for each fixed N .

(Note that the terms on the right-hand side do not depend on n.) Consequently, Doob’s
maximal inequality yields, together with BN,N = I and Lemma 3.8,

E
∣∣ sup
n≤N

vnBn,Nf
∣∣2 ≤ 4E

∣∣vNBN,Nf ∣∣2 = 4E
∣∣vNf ∣∣2

≤ C m̃0V

(
m0(E) + 1

m0(E) +N

)2(1−θ′)
‖f‖2B(W ). (3.74)

Let K be a compact neighbourhood of σ(RD′) such that sup ReK < θ′. Let n =
N −m, where 0 ≤ m ≤ N τ , and suppose that N is so large that N τ ≤ N/2. Also, let
L := b1/(1− τ)c. Then, m ≤ N/2 and thus

log

(
m0(E) +N

m0(E) + n

)
=

∣∣∣∣ log

(
m0(E) + n

m0(E) +N

) ∣∣∣∣ =

∣∣∣∣ log

(
m0(E) +N −m

m0(E) +N

) ∣∣∣∣
=
∣∣∣log

(
1− m

m0(E) +N

)∣∣∣ ≤ 2m

m0(E) +N
≤ 2(m0(E) +N)τ−1. (3.75)

Since n = N −m ≥ N/2, (3.43) yields, for all z ∈ K,

|hn,N (z)| ≤ C

n
≤ C

N
. (3.76)
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Assume in the sequel that N and n ≤ N are as above, and also that N is so large that
(3.76) implies |hn,N (z)| ≤ 1/2 when z ∈ K. Then, (3.42)–(3.43) imply that, uniformly for
z ∈ K and all such n and N ,

1

bn,N (z)
=
(

1 +O
( 1

N

))
exp

(
− (z − 1) log

(
m0(E) +N

m0(E) + n

))
= exp

(
− (z − 1) log

(
m0(E) +N

m0(E) + n

))
+O

( 1

N

)
=

L∑
`=0

1

`!
log`

(m0(E) +N

m0(E) + n

)
(1− z)` +O

(
logL+1

(m0(E) +N

m0(E) + n

))
+O

( 1

N

)
.

=
L∑
`=0

1

`!
log`

(m0(E) +N

m0(E) + n

)
(1− z)` +O

( 1

N

)
, (3.77)

where the last equality uses (3.75) and (L+ 1)(1− τ) > 1. In particular, b−1
n,N (z) is finite

for z ∈ K, so b−1
n,N (z) is analytic in a neighbourhood of σ(RD′); hence Bn,N is invertible

on D′, with B−1
n,N = b−1

n,N (R). Define the operator on D′

Vn,N := B−1
n,N −

L∑
`=0

1

`!
log`

(m0(E) +N

m0(E) + n

)
(I−R)`. (3.78)

It follows from (3.77) and (3.37) that

‖Vn,N‖D′ = O

(
1

N

)
. (3.79)

Moreover, (3.78) yields, with f` := (I−R)`f/`! and gn,N := Vn,Nf ,

B−1
n,Nf =

L∑
`=0

log`
(m0(E) +N

m0(E) + n

)
f` + gn,N , (3.80)

and thus

vnf = vnBn,NB
−1
n,Nf =

L∑
`=0

log`
(m0(E) +N

m0(E) + n

)
vnBn,Nf` + vnBn,Ngn,N . (3.81)

According to (3.75), we have 0 ≤ log
(m0(E)+N
m0(E)+n

)
≤ 2N τ−1 ≤ 2 and hence, with constants

C depending on τ in the remainder of the proof,

sup
N−Nτ≤n≤N

|vnf |2 ≤ C
L∑
`=0

sup
N−Nτ≤n≤N

∣∣vnBn,Nf`∣∣2 + C sup
N−Nτ≤n≤N

∣∣vnBn,Ngn,N ∣∣2
≤ C

L∑
`=0

sup
n≤N

∣∣vnBn,Nf`∣∣2 + C
∑

N−Nτ≤n≤N

∣∣vnBn,Ngn,N ∣∣2. (3.82)

Furthermore, for n and N as above, (3.79) holds; hence

‖gn,N‖B(W ) = ‖Vn,Nf‖B(W ) ≤ CN−1‖f‖B(W ) ≤ C
m0(E) + 1

m0(E) +N
‖f‖B(W ). (3.83)

Taking the expectation in (3.82) and using (3.74) and (3.83) yields

E sup
N−Nτ≤n≤N

|vnf |2

≤ C
L∑
`=0

m̃0V

(
m0(E) + 1

m0(E) +N

)2(1−θ′)
‖f`‖2B(W ) + C

∑
N−Nτ≤n≤Ñ

m0V

(
m0(E) + 1

m0(E) +N

)2(1−θ′)
‖gn,N‖2B(W )
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≤ Cm̃0V

(
m0(E) + 1

m0(E) +N

)2(1−θ′)
‖f‖2B(W ) + Cm̃0V

(
m0(E) + 1

m0(E) +N

)2(1−θ′)+2

N τ‖f‖2B(W ).

(3.84)

This shows (3.71) when N is large enough since τ < 1 < 2. The remaining cases are
trivial, since (3.71) for any fixed N follows from Lemma 3.8. �

We are now ready to prove (2.24) and thus conclude the proof of Theorem 2.10:

Lemma 3.11. (i) Suppose that D′ is an R-invariant subspace of B(W ) and that θ′ > 1/2

is such that sup Reσ
(
RD′

)
< θ′. Then, for every f ∈ D′, a.s. and in L2 as n→∞,

n1−θ′vnf → 0. (3.85)

(ii) Assume that the conditions of Theorem 2.10 holds, and let δ ∈ (0, (1− θD) ∧ 1/2).
Then nδvnf → 0 a.s. and in L2 as n→∞, for every f ∈ D.

Proof. (i): Let θ := sup Reσ(RD′) and choose θ′′ ∈ (θ ∨ 1/2, θ′). Then Lemma 3.8 applied
with θ′′ yields, for any f ∈ D′,

E
∣∣∣∣ (m0(E) + n

m0(E) + 1

)1−θ′

vnf

∣∣∣∣2 ≤ Cm̃0V

(
m0(E) + n

m0(E) + 1

)2(1−θ′)+2(θ′′−1)

‖f‖2B(W )

= Cm̃0V

(
m0(E) + n

m0(E) + 1

)2(θ′′−θ′)
‖f‖2B(W ) = o(1). (3.86)

This implies the convergence (3.85) in L2.
To show the convergence a.s., choose τ ∈ (0, 1) with τ > 1+θ′′−θ′. Define an increasing

sequence (nk) by n0 := 1 and nk+1 := nk+bnτkc. Then Lemma 3.10 applied with θ′′ yields,
for every k ≥ 1, (here C are constants that may depend on m0 and f)

E sup
nk−1<n≤nk

|n1−θ′vnf |2 ≤ Cn2−2θ′

k E sup
nk−nτk≤n≤nk

|vnf |2

≤ Cn
2−2θ′+2(θ′′−1)
k = Cn2θ′′−2θ′

k

≤ C

nk∑
n=nk−1+1

n2θ′′−2θ′−τ . (3.87)

The exponent in the final sum is

2θ′′ − 2θ′ − τ < 2θ′′ − 2θ′ − (1 + θ′′ − θ′) = θ′′ − θ′ − 1 < −1. (3.88)

Consequently,

E
∞∑
k=1

sup
nk−1<n≤nk

|n1−θ′vnf |2 ≤ C

∞∑
k=1

nk∑
n=nk−1+1

n2θ′′−2θ′−τ = C

∞∑
n=2

n2θ′′−2θ′−τ <∞. (3.89)

Hence, a.s.,
∞∑
k=1

sup
nk−1<n≤nk

|n1−θ′vnf |2 <∞, (3.90)

which implies that supnk−1≤n≤nk |n
1−θ′vnf |2 → 0 as k →∞, and thus n1−θ′vnf → 0 as

n→∞.
(ii): Let, as in the proof of Lemma 3.9, D′ := (1 − Π1)D and apply (i) to D′ and

f − (νf)1 ∈ D′ with θ′ := 1− δ > θD = sup Reσ
(
RD′

)
. �

Remark 3.12. We observe that, if m0 is random, then (3.86) holds conditioned on m0.

Hence, if E
[
(m0(E) + 1)2(1−θ′)m̃0V

]
<∞, then, using dominated convergence,

E
∣∣(m0(E) + n

)1−θ′
vnf

∣∣2 ≤ C E
[
(m0(E) + 1)2(1−θ′)m̃0V

(
m0(E) + n

m0(E) + 1

)2(θ′′−θ′)]
‖f‖2B(W )
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→ 0. (3.91)

Hence, the convergence (3.85) still holds in L2. �

4. Proof of Theorem 2.13

4.1. Proofs of Theorem 2.13(1) and (2). Recall that m̃n − ν = vn and that vn1 = 0
by (3.32), which implies that vnf is not affected if we subtract a constant from f . It is also
obvious that subtracting a constant from f does not affect χ(f) and σ2(f) in (2.28)–(2.29)
and (2.34)–(2.35). Hence, replacing f by f −νf , we may in the proof assume that νf = 0.
For convenience, we also assume ‖f‖B(W ) ≤ 1, as we may by homogeneity.

We will prove (1) and (2) in parallel, since most the arguments are the same for both
cases. Our proof relies on a central theorem for martingales given by Hall & Heyde [13,
Corollary 3.1] (see [13] for other versions and references). This theorem in [13] is stated
there for real-valued variables, but it extends immediately to vector-valued variables (in a
finite-dimensional space) by the Cramér–Wold device [12, Theorem 5.10.5]; in particular,
the theorem holds for complex-valued variables by considering the real and imaginary
parts, and can then be stated as follows. (In general, χ and σ2 may be random, but we
are only interested in the special case when they are constant.)

Theorem 4.1 ([13, Corollary 3.1]). Let (ζ̂n,i, n ≥ 0, 1 ≤ i ≤ n) be a complex-valued
martingale difference array. If there exist χ ∈ C and σ2 ≥ 0 such that, in probability when
n→∞,

(a)
∑n

i=1 Ei−1[|ζ̂n,i|21|ζ̂n,i|≥ε]→ 0 for all ε > 0, and

(b)
∑n

i=1 Ei−1[ζ̂2
n,i]→ χ, and

(c)
∑n

i=1 Ei−1[|ζ̂n,i|2]→ σ2,

then, in distribution when n→∞,
∑n

i=1 ζ̂n,i ⇒ Λ1 + iΛ2 where the random vector (Λ1,Λ2)
has a centered Gaussian distribution with covariance matrix

1

2

(
σ2 + Re(χ) Im(χ)

Im(χ) σ2 − Re(χ)

)
(4.1)

In (1), we assume that RD is a small operator. In this case, recall from Lemma 2.9 that
θD < 1/2. We may thus choose δ ∈ (1/2, 1) such that δ < 1 − θD; we fix such a δ for the
rest of the proof.

In (2), we assume that RD and R are slqc operators and that the spectrum of RD is
given by

σ(RD) = {1, λ1, . . . , λp} ∪∆, (4.2)

where Re(λ1) = · · · = Re(λp) = 1/2, and sup Re(∆) < 1/2. Thus θD = 1/2. Let ∆′ :=
∆ ∪ {1}. Then

f =
(

Π∆′ +

p∑
j=1

Πλj

)
f = Π∆′f +

p∑
j=1

Πλjf. (4.3)

Furthermore, R is a small operator in D′ := Π∆′D. Hence, according to (2.23) of Theo-
rem 2.10 applied to D′ with δ = 1/2,

E
∣∣∣ √

n

(log n)κ−1/2
vn(Π∆′f)

∣∣∣2 ≤ C(log n)1−2κ −−−−−→
n→+∞

0, (4.4)

and hence it is sufficient to prove (2.33) for f −Π∆′f instead of f . In other words, in (2)
we may assume that

f = f −Π∆′f =

p∑
j=1

Πλjf. (4.5)

Note that ‖Πλjf‖B(W ) ≤ C, since each Πλj is a bounded operator.
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Returning to treating (1) and (2) together, we use (3.29), which we now write as

anvnf =
n∑
i=0

anζn,i =
n∑
i=0

ζ̂n,i (4.6)

where

an :=

{
n1/2 under the conditions of (1),

n
1/2

(logn)κ−1/2
under the conditions of (2),

(4.7)

and ζ̂n,i := anζn,i. For 1 ≤ i ≤ n, we also set, for (2) considering in the sequel only n ≥ 2,

di,n :=

{
i2δ−2 n1−2δ under the conditions of (1),

i−1(log n)−1 under the conditions of (2).
(4.8)

By Lemma 3.7, we have, using part (i) for (1) and part (ii) together with the decomposition
(4.5) for (2), recalling (2.32),

|ζ̂n,0| ≤ C d
1/2
1,n −−−−−→n→+∞

0, (4.9)

meaning that the ζ̂n,0 may be ignored in (4.6).

We check that the ζ̂n,i satisfy conditions (a), (b) and (c) of Theorem 4.1:

Condition (a). We want to show the conditional Lindeberg condition
n∑
i=1

Ei−1

[
|ζ̂n,i|21|ζ̂n,i|≥ε

] p−−−−−→
n→+∞

0, for every ε > 0. (4.10)

From Lemma 3.7 and (4.7),

Ei−1 |ζ̂n,i|q ≤ C d
q/2
i,nm̃i−1(V ), (4.11)

where di,n is defined in (4.8). By (3.10) in Lemma 3.2, this implies

E
[
|ζ̂n,i|21|ζ̂n,i|≥ε

]
≤ ε2−q E

∣∣ζ̂n,i∣∣q ≤ Cεd
q/2
i,n, (4.12)

for some constant Cε which may depend on m0 and ε. We deduce that

E
n∑
i=1

Ei−1

[
|ζ̂n,i|21|ζ̂n,i|≥ε

]
=

n∑
i=1

E
[
|ζ̂n,i|21|ζ̂n,i|≥ε

]
≤ Cε

n∑
i=1

d
q/2
i,n

≤ Cε
(
max
i≤n

di,n
)q/2−1

n∑
i=1

di,n → 0, (4.13)

as n→∞, since (4.8) implies maxi≤n di,n = d1,n → 0 and
∑n

i=1 di,n ≤ C. Hence, (4.10)
holds, which is Condition (a) of Theorem 4.1.

Condition (b). First note that for i ≥ 1, using the fact that ζ̂n,i = anζn,i and the
definition of ζn,i in (3.31), and setting fi,n := Bi,nf , we obtain

Ei−1[ζ̂2
n,i] = a2

nγ
2
i−1 Ei−1

[
(∆Mifi,n)2

]
= a2

nγ
2
i−1 Ei−1

[(
R

(i)
Yi
fi,n − Ei−1R

(i)
Yi
fi,n
)2]

= a2
nγ

2
i−1

(
Ei−1

[(
R

(i)
Yi
fi,n
)2]− (Ei−1R

(i)
Yi
fi,n)2

)
= a2

nγ
2
i−1

(
Ei−1 BYi(fi,n)− (Ei−1R

(i)
Yi
fi,n)2

)
= a2

nγ
2
i−1

(
m̃i−1B(fi,n)−

(
m̃i−1Rfi,n

)2)
= a2

nγ
2
i−1

(
νB(fi,n) + vi−1B(fi,n)−

(
m̃i−1Rfi,n

)2)
. (4.14)

We treat the three terms in the final parenthesis separately. We start with the third term;
by (2.20) and (3.28),

νRfi,n = νfi,n = νBi,nf = νf = 0. (4.15)
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Hence, according to (3.65), and using v0W <∞ when i = 1, there exists ε > 0 such that

a2
nγ

2
i−1 E

[
|m̃i−1Rfi,n|2

]
= a2

nγ
2
i−1 E

[
|vi−1Rfi,n|2

]
≤ Ca2

nγ
2
i−1i

−ε‖fi,n‖2B(W ). (4.16)

Furthermore, by (3.5) and Lemma 3.6, again using the decomposition (4.5) for (2), we
have for all n ≥ i ≥ 1,

a2
nγ

2
i−1‖fi,n‖2B(W ) = a2

nγ
2
i−1‖Bi,nf‖2 ≤ Cdi,n. (4.17)

We thus get that

E
∣∣∣ n∑
i=1

a2
nγ

2
i−1(m̃i−1Rfi,n)2

∣∣∣ ≤ E
n∑
i=1

a2
nγ

2
i−1

∣∣m̃i−1Rf
2
i,n

∣∣ ≤ C

n∑
i=1

i−εdi,n −−−−−→
n→+∞

0. (4.18)

We now treat the second term in (4.14). Using (3.66) in Lemma 3.9, together with the
fact that B is a bounded quadratic operator B(W )→ B(W 2) (see (2.43)), and (4.17), we
obtain that there exists ε > 0 such that

a2
nγ

2
i−1 E |vi−1B(fi,n)| ≤ Ci−εa2

nγ
2
i−1‖B(fi,n)‖B(W 2) ≤ Ci−εa2

nγ
2
i−1‖fi,n‖2B(W )

≤ Ci−ε di,n (4.19)

and hence
n∑
i=1

a2
nγ

2
i−1 E

∣∣vi−1B(fi,n)
∣∣ ≤ C

n∑
i=1

i−εdi,n −−−−−→
n→+∞

0. (4.20)

We now consider the first term of (4.14), which needs a different treatment under the
conditions of (1) and (2), so we treat the two cases separately.

Under the conditions of (1), we rewrite the sum of the terms corresponding to the first
term in (4.14) (note that this sum is non-random) as an integral:

n∑
i=1

a2
nγ

2
i−1νB(fi,n) =

n∑
i=1

nγ2
i−1νB(fi,n) =

∫ 1

0
n2γ2
dnxe−1νB(fdxne,n) dx. (4.21)

Using νW 2 <∞ (implied by (N)), (2.43), and (4.17), we obtain that

n2γ2
dnxe−1

∣∣νB(fdnxe,n)
∣∣ ≤ n2γ2

dnxe−1‖B(fdnxe,n)‖B(W 2) ≤ Cn2γ2
dnxe−1‖fdnxe,n‖

2
B(W )

≤ Cnddnxe,n = Cdnxe2δ−2n2−2δ ≤ Cx2δ−2. (4.22)

Furthermore, for every fixed x ∈ (0, 1), we have by Lemma 3.3, uniformly for z in a
compact set and all n ≥ 1,

bdnxe,n(z) =
(

1 +O
( 1

dnxe

))( n

dnxe

)z−1

= x1−z +O(1/n). (4.23)

Hence, (3.37) shows that

‖Bdnxe,n − x1−R‖ = ‖bdnxe,n(R)− x1−R‖ = O(1/n), (4.24)

and, in particular,

fdnxe,n = Bdnxe,nf −−−−−→
n→+∞

x1−Rf = xx−Rf = xe−(log x)Rf (4.25)

in B(W ). Furthermore, g 7→ νg is a continuous linear functional on B(W 2), since νW 2 <
∞, and thus, recalling Remark 2.15, f 7→ νB(f) is a continuous quadratic form on B(W ).
Hence, (4.25) implies

νB(fdxne,n) −−−−−→
n→+∞

νB
(
xe−(log x)Rf

)
= x2νB

(
e−(log x)Rf

)
. (4.26)

Moreover, we have n2γ2
dnxe−1 → x−2 when n → +∞. Consequently, for every fixed

x ∈ (0, 1),

n2γ2
dnxe−1νB(fdxne,n) −−−−−→

n→+∞
νB
(
e−(log x)Rf

)
. (4.27)
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Consequently, by (4.21) and dominated convergence justified by (4.22), followed by a
change of variables,

n∑
i=1

a2
nγ

2
i−1νB(fi,n) −−−−−→

n→+∞

∫ 1

0
νB
(
e−(log x)Rf

)
dx =

∫ ∞
0

νB
(
esRf

)
e−s ds

= χ(f), (4.28)

where it also follows that the integral is absolutely convergent as claimed in Theorem 2.10.
The final equality in (2.28) follows by Fubini’s theorem.

Under the conditions of (2), we observe that for n,m ≥ 1,( n
m

)R−I
Πλjf =

( n
m

)λj−1 ( n
m

)R−λj
Πλjf =

( n
m

)λj−1∑
k≥0

1

k!
(log n/m)k(R− λj)kΠλjf,

(4.29)

where the terms with k ≥ κj are null by (2.32). We deduce from (3.53), (4.5) and (4.29)
that, for n ≥ m ≥ 1,

fm,n = Bm,nf = (1 + hm,n(R))

p∑
j=1

κj−1∑
k=0

( n
m

)λj−1 1

k!
(log(n/m))k (R− λjI)kΠλjf (4.30)

where ‖hm,n(R)‖ = O(1/m) on D by (3.43) and (3.37). We deduce that

n∑
i=1

a2
nγ

2
i−1νB(fi,n) =

p∑
j,j′=1

κj−1∑
k=0

κj′−1∑
`=0

n∑
i=1

a
(k,`,j,j′)
n,i x

(k,`,j,j′)
n,i , (4.31)

where

a
(k,`,j,j′)
n,i = i−λj−λj′nλj+λj′−1(log n/i)k+`/(log n)2κ−1, (4.32)

and, using that B̃ is a bounded bilinear operator (Remark 2.15) and thus νB̃ is a bounded
bilinear form on B(W ), and also (3.5),

x
(k,`,j,j′)
n,i =

γ2
i−1i

2

k!`!
νB̃
(

(1 + hi,n(R))(R− λjI)kΠλjf, (1 + hi,n(R))(R− λj′I)`Πλj′f
)

=
γ2
i−1i

2

k!`!
νB̃
(

(R− λjI)kΠλjf, (R− λj′I)`Πλj′f
)

+O(1/i)

=
1

k!`!
νB̃
(

(R− λjI)kΠλjf, (R− λj′I)`Πλj′f
)

+O(1/i). (4.33)

Fix k, `, j, j′ as in (4.31). By definition of a
(k,`,j,j′)
n,i (see (4.32)), and because Re(λj) =

Re(λj′) = 1/2, we get

n∑
i=1

a
(k,`,j,j′)
n,i =

ni Im(λj+λj′ )

(log n)2κ−1

n∑
i=1

i−1−i Im(λj+λj′ ) logk+`(n/i)

=

{
1+o(1)
2κ−1 if Im(λj + λj′) = 0 and k = ` = κ− 1,

o(1) if Im(λj + λj′) 6= 0 or k < κ− 1 or ` < κ− 1,
(4.34)

when n→ +∞, where we refer to Lemma C.1 for detailed calculations. Furthermore,
n∑
i=1

∣∣a(k,`,j,j′)
n,i

∣∣1
i

=
1

(log n)2κ−1

n∑
i=1

i−2 logk+`(n/i) ≤ (log n)k+`

(log n)2κ−1

n∑
i=1

i−2 ≤ C

log n
→ 0.

(4.35)

It folllows from (4.31), (4.33), (4.34) and (4.35) that, as n→∞,

n∑
i=1

a2
nγ

2
i−1νB(fi,n)→ χ(f) :=
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p∑
j,j′=1

1κj=κj′=κ, λj=λj′

(2κ− 1)((κ− 1)!)2
νB̃
(

(R− λjI)κ−1Πλjf, (R− λj′I)κ−1Πλj′f
)
. (4.36)

Condition (c). Condition (c) of Theorem 4.1 is verified in the same way as Condition
(b) above, with mainly notational differences. We therefore omit the details and only give
a sketch. For i ≥ 1, we have, corresponding to (4.14),

Ei−1[|ζ̂2
n,i|] = a2

nγ
2
i−1

(
νC(fi,n) + vi−1C(fi,n)−

∣∣m̃i−1Rfi,n
∣∣2), (4.37)

with C defined in (2.30). As for (b), the two last terms can be neglected and, concerning
the first term, we have the following convergence results, which depend on whether we
work under the conditions of (1) or (2):

Under the conditions of (1). One shows that
n∑
i=1

a2
nγ

2
i−1νC(fi,n) −−−−−→

n→+∞

∫ 1

0
νC
(
e−(log x)Rf

)
dx =

∫ ∞
0

νC
(
esRf

)
e−s ds

= σ2(f), (4.38)

where the integral is absolutely convergent, as claimed in Theorem 2.10.
Under the conditions of (2). Using the same approach as above, but conjugating the

second argument of B̃, we obtain, as n→ +∞,
n∑
i=1

a2
nγ

2
i−1νC(fi,n)→

p∑
j,j′=1

1κj=κj′=κ, λj=λj′

(2κ− 1)((κ− 1)!)2
νB̃
(

(R− λjI)κ−1Πλjf, (R− λj′I)κ−1Πλj′f
)
.

(4.39)

Note that the condition λj = λj′ in (4.36) has been changed into λj = λj′ , so that the
sum in (4.39) really is a single sum; hence (4.39) can be written, recalling (2.30),

n∑
i=1

a2
nγ

2
i−1νC(fi,n) −−−−−→

n→+∞

p∑
j=1

1κj=κ

(2κ− 1)((κ− 1)!)2
νC
(
(R− λjI)κ−1Πλjf

)
= σ2(f).

(4.40)

We have thus checked that under the conditions of either Theorem 2.13(1) or Theo-

rem 2.13(2), the ζ̂n,i (1 ≤ i ≤ n) satisfy Conditions (a), (b) and (c) of Theorem 4.1. The
values of χ and σ2 in (b) and (c) are given by (4.28) and (4.38) under the conditions of (1),

and by (4.36) and (4.40) under the conditions of (2). Therefore, since anvnf =
∑n

i=0 ζ̂n,i,
and since we have shown that ζn,0 → 0 a.s., Theorem 4.1 yields the results (2.27) and
(2.33).

4.2. Proof of Theorem 2.13(3). Next, consider the case of a generalized eigenfunction
corresponding to an eigenvalue λ with Reλ > 1/2. We state a lemma under slightly more
general assumptions.

Lemma 4.2. Suppose that D′ is an R-invariant subspace of B(W ) such that σ(RD′) =
{λ} consists of a single point λ with 1/2 < Reλ ≤ 1. Then each operator Bm,n, 0 ≤ m ≤ n,
is invertible on D′. If f ∈ D′, then there exists a complex random variable Λf such that

vnB
−1
0,nf → Λf (4.41)

a.s. and in L2 as n→∞; moreover, for any 0 < ε < Reλ − 1/2, there exists a constant
Cε > 0 such that

E
∣∣∣vnB−1

0,nf − Λf

∣∣∣2 ≤ Cε m̃0V

n2(Reλ−ε)−1
‖f‖2B(W ). (4.42)

Furthermore,

EΛf = v0f = m̃0f − νf (4.43)
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and

E |Λf |2 ≤ Cm̃0V ‖f‖2B(W ). (4.44)

Proof. First note that, since Reλ > 1/2 and 0 < γk < 1, we have∣∣1 + γk(λ− 1)
∣∣ ≥ Re

(
1 + γk(λ− 1)

)
= 1− γk + γk Reλ > 1/2, k ≥ 0, (4.45)

and thus bm,n(λ) 6= 0 by (3.39). Hence bm,n 6= 0 on σ(RD′), so b−1
m,n is analytic in

a neighbourhood of σ(RD′) = {λ} and it follows that, as an operator on D′, Bm,n =
bm,n(RD′) is invertible with inverse B−1

m,n = b−1
m,n(RD′).

If 0 ≤ i ≤ n, then (3.72) (or (3.3)) shows that B0,iBi,n = B0,n, which yields

Bi,nB
−1
0,n = B−1

0,i . (4.46)

Let f ∈ D′. By (3.26), applied to B−1
0,nf , and (4.46), we have

vnB
−1
0,nf = v0f +

n∑
i=1

γi−1∆MiB
−1
0,i f. (4.47)

Since Ei−1 ∆Mi = 0, (4.47) shows that
(
vnB

−1
0,nf

)
n≥0

is a martingale. (Cf. the closely

related (3.73).) We will show that the martingale (4.47) is L2 bounded; the result (4.41)
then follows by the martingale convergence theorem.

Let 0 < ε < Reλ− 1/2, and let K be the closed disc {z : |z − λ| ≤ ε}. Then Re z > 1/2

for all z ∈ K, and it follows, as in (4.45), that |1 +γk(z−1)| > 1/2 on K. Hence, each bm,n
is non-zero on K, and thus is invertible on K; furthermore, (3.39) gives the trivial bound∣∣bm,n(z)−1

∣∣ ≤ 2n−m, 0 ≤ m ≤ n, z ∈ K. (4.48)

To get a better bound, we fix m ≥ 1 such that (3.45) holds for all n ≥ m and z ∈ K.
Thus, using (4.48) for b0,m(z)−1,∣∣b0,n(z)−1

∣∣ =
∣∣b0,m(z)−1bm,n(z)−1

∣∣ ≤ C|bm,n(z)|−1 = C
∣∣e−(z−1) log

m0(E)+n
m0(E)+m

+O(1)∣∣
≤ C

(
m0(E) + n

m0(E) +m

)1−Re z

≤ C (m0(E) + n)1−Reλ+ε . (4.49)

By (4.48), the same bound holds trivially (with a suitable C) also for 1 ≤ n < m, so the
estimate (4.49) holds for all n ≥ 1 and z ∈ K.

Since σ(RD′) = {λ}, it follows from (3.37), taking Γ to be the circle {z : |z− λ| = ε} ⊂
K, together with (4.49) that

‖B−1
0,n‖D′ ≤ C sup

z∈K
|b−1

0,n(z)| ≤ C (m0(E) + n)1−Reλ+ε , n ≥ 1. (4.50)

For f ∈ D′ and i ≥ 1, we thus have, by (3.12) and (4.50),

E
∣∣γi−1∆MiB

−1
0,i f

∣∣2 ≤ Cγ2
i−1m̃0V ‖B−1

0,i f‖
2
D′

≤ Cm̃0V (m0(E) + i)−2(m0(E) + i)2(1−Reλ+ε)‖f‖2D′
= Cm̃0V (m0(E) + i)−2(Reλ−ε)‖f‖2D′ . (4.51)

Since 2(Reλ− ε) > 1, it follows from (4.47) (where the terms are orthogonal), (3.11), and
(4.51), that

E
∣∣vnB−1

0,nf
∣∣2 ≤ |v0f |2 +

∞∑
i=1

E
∣∣γi−1∆MiB

−1
0,i f

∣∣2 ≤ Cm̃0V ‖f‖2D′ , (4.52)

and thus the martingale (4.47) converges in L2 and a.s., as claimed. The properties (4.42),
(4.43) and (4.44) immediately follow from (4.47) and (4.51)–(4.52). �

We combine Lemma 4.2 with a standard result for functions of nilpotent operators.
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Lemma 4.3. Suppose that D′ is an R-invariant subspace of B(W ) such that (RD′ −
λ)κ = 0 for some complex λ and integer κ ≥ 1. Let h be a function that is analytic in a
neighbourhood of λ. Then, for f ∈ D′,

h(RD′)f =
κ−1∑
k=0

h(k)(λ)

k!
(R− λ)kf. (4.53)

Proof. A Taylor expansion yields, for some function hκ analytic in the same domain as h,

h(z) =
κ−1∑
k=0

h(k)(λ)

k!
(z − λ)k + (z − λ)κhκ(z). (4.54)

We have (RD′ − λ)κ = 0 by assumption, and thus (4.54) yields, using (3.36),

h(RD′) =
κ−1∑
k=0

h(k)(λ)

k!
(RD′ − λ)k, (4.55)

as operators on D′, which is (4.53). �

We can now show the convergence (2.38) for f in a generalized eigenspace.

Lemma 4.4. Suppose that D′ is an R-invariant subspace of B(W ) such that (RD′−λ)κ =
0 for some complex λ with 1/2 < Reλ ≤ 1 and some integer κ ≥ 1. If f ∈ D′, then, for
some complex random variable Λ,

n1−λ

logκ−1 n
vnf → Λ (4.56)

a.s. and in L2 as n→∞. Furthermore,

EΛ =
Γ(m0(E) + 1)

(κ− 1)! Γ(m0(E) + λ)
v0(R− λ)κ−1f. (4.57)

Proof. Note that the assumption (RD′ − λ)κ = 0 implies that σ(RD′) = {λ}, for example
by the spectral mapping theorem [5, Theorem VII.4.10]. Hence, Lemma 4.2 applies.

We use also Lemma 4.3 with h = b0,n. This yields, defining fk := (R− λ)kf/k!,

B0,nf = b0,n(RD′)f =

κ−1∑
k=0

b
(k)
0,n(λ)fk (4.58)

and thus

vnf = vnB
−1
0,nB0,nf =

κ−1∑
k=0

b
(k)
0,n(λ)vnB

−1
0,nfk. (4.59)

Each random variable vnB
−1
0,nfk converges a.s. and in L2 as n→∞ by Lemma 4.2, and it

remains to study the coefficients b
(k)
0,n(λ). By (3.41) we have

b0,n(z) =
(
1 + h0,n(z)

)(m0(E) + n

m0(E) + 1

)z−1

. (4.60)

In a fixed neighbourhood of λ, the functions h0,n(z), n ≥ 1, are uniformly bounded by
(3.43), and thus Cauchy’s estimates show that for each fixed k ≥ 0,∣∣h(k)

0,n(λ)
∣∣ ≤ C. (4.61)

Furthermore,

dk

dzk

(
m0(E) + n

m0(E) + 1

)z−1

= logk
(
m0(E) + n

m0(E) + 1

)(
m0(E) + n

m0(E) + 1

)z−1

. (4.62)
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Hence, using (4.60) and Leibniz’ rule, for a fixed k and n ≥ 1,∣∣∣∣∣b(k)
0,n(λ)−

(
1 + h0,n(λ)

)(m0(E) + n

m0(E) + 1

)λ−1

logk
(
m0(E) + n

m0(E) + 1

)∣∣∣∣∣
≤ C

(
m0(E) + n

m0(E) + 1

)Reλ−1(
1 ∨ logk−1

(
m0(E) + n

m0(E) + 1

))
. (4.63)

By (4.63), each coefficient b
(k)
0,n(λ) in (4.59) with k < κ− 1 satisfies∣∣∣∣∣

(
m0(E) + n

m0(E) + 1

)1−λ b
(k)
0,n(λ)

1 ∨ logκ−1
(m0(E)+n
m0(E)+1

)
∣∣∣∣∣ ≤ C

1 ∨ log
(m0(E)+n
m0(E)+1

) . (4.64)

Using (4.63) with k = κ− 1, we similarly deduce that∣∣∣∣∣
(
m0(E) + n

m0(E) + 1

)1−λ b
(κ−1)
0,n (λ)

1 ∨ logκ−1
(m0(E)+n
m0(E)+1

) − (1 + h0,n(λ)
)∣∣∣∣∣ ≤ C

1 ∨ log
(m0(E)+n
m0(E)+1

) . (4.65)

We obtain from (4.59), (4.64), (4.65), and the fact that h0,n(λ) is uniformly bounded, with
Λfκ−1 from Lemma 4.2,∣∣∣∣∣∣

(
m0(E) + n

m0(E) + 1

)1−λ vnf

1 ∨ logκ−1
(m0(E)+n
m0(E)+1

) − (1 + h0,n(λ)
)
Λfκ−1

∣∣∣∣∣∣
≤ C

∑κ−1
k=0 |vnB

−1
0,nfk|

1 ∨ log
(m0(E)+n
m0(E)+1

) + C
∣∣∣vnB−1

0,nfκ−1 − Λfκ−1

∣∣∣ . (4.66)

In addition, (3.41), (3.46) and a well-known consequence of Stirling’s formula (see e.g. [29,
5.11.13]) imply that for any fixed z,

1 + h0,n(z) =

(
m0(E) + n

m0(E) + 1

)1−z
b0,n(z) =

(
m0(E) + n

m0(E) + 1

)1−z Γ(n+ m0(E) + z)

Γ(n+ m0(E) + 1)

Γ(m0(E) + 1)

Γ(m0(E) + z)

=
1

(m0(E) + 1)1−z
Γ(m0(E) + 1)

Γ(m0(E) + z)

(
1 +O

( 1

n

))
=

1

(m0(E) + 1)1−z
Γ(m0(E) + 1)

Γ(m0(E) + z)
+O

( 1

n

)
. (4.67)

Lemma 4.2 implies that the right-hand side of (4.66) tends to 0 a.s. as n→∞. Hence,
(4.66) and (4.67) imply that

(m0(E) + n)1−λ vnf

logκ−1
(m0(E)+n
m0(E)+1

) → Λ (4.68)

holds a.s. with

Λ =
Γ(m0(E) + 1)

Γ(m0(E) + λ)
Λfκ−1 . (4.69)

We may simplify (4.68) and conclude that (4.56) holds a.s.
Moreover, (4.42) and (4.44) imply that for every fixed k ≥ 0,

E
∣∣vnB−1

0,nfk
∣∣2 ≤ Cm̃0V ‖fk‖2B(W ) + C E

∣∣Λfk ∣∣2 ≤ Cm̃0V ‖fk‖2B(W ) ≤ Cm̃0V ‖f‖2B(W ).

(4.70)

Taking the expectation of the square in (4.66), we deduce using (4.70) and (4.42),

E

∣∣∣∣∣
(
m0(E) + n

m0(E) + 1

)1−λ vnf

1 ∨ logκ−1
(m0(E)+n
m0(E)+1

) − (1 + h0,n(λ)
)
Λfκ−1

∣∣∣∣∣
2

≤
C m̃0V ‖f‖2B(W )

1 ∨ log2
(m0(E)+n
m0(E)+1

)
(4.71)
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Furthermore, by (4.67), (4.69) and (4.44),

E
∣∣∣∣(1 + h0,n(λ)

)
Λfκ−1 −

1

(m0(E) + 1)1−λΛ

∣∣∣∣2 ≤ C

n2
E
∣∣Λfκ−1

∣∣2 ≤ C

n2
m̃0V ‖f‖2B(W ). (4.72)

Combining (4.71) and (4.72), we obtain

E
∣∣∣∣(m0(E) + n

)1−λ vnf

1 ∨ logκ−1
(m0(E)+n
m0(E)+1

) − Λ

∣∣∣∣2
≤ C

(
m0(E) + 1

)2(1−Reλ) m̃0V

1 ∨ log2
(m0(E)+n
m0(E)+1

)‖f‖2B(W ). (4.73)

Hence, (4.68) holds also in L2, and thus so does (4.56). Finally, (4.57) follows by (4.69),
(4.43), and the definition of fκ−1, which completes the proof. �

We are now ready to prove Theorem 2.13(3); we assume that the operator RD is slqc
and that the spectrum of RD is given by

σ(RD) = {1, λ1, . . . , λp} ∪∆, p ≥ 1, (4.74)

where Re(λ1) = · · · = Re(λp) = θD ∈ (1/2, 1), and sup Re(∆) < θD. Note that this
implies that λ1, . . . , λj are isolated points of the spectrum σ(RD), and that ∆ is a clopen
subset. Thus the spectral projections Πλj and Π∆ are defined and, for any f ∈ D, recalling
Lemma 3.5,

f = Π1f +

p∑
j=1

Πλjf + Π∆f = νf +

p∑
j=1

Πλjf + Π∆f. (4.75)

Hence, it suffices to prove (2.38) for the functions νf , Πλjf and Π∆f separately; in other
words, it suffices to consider the cases f = c constant, f ∈ ΠλjD and f ∈ Π∆D. Recall
that m̃n − ν = vn.

First, we may ignore the constant term νf in (4.75), since vn1 = 0.
Secondly, Lemma 4.4 applies to each space ΠλjD, since we assume (2.32) and thus

(R − λj)
κ = 0 on Dj := ΠλjD. It follows that, for some complex random variable

Λj ∈ L2,

n1−Reλj

logκ−1 n
vnΠλjf − n

i ImλjΛj → 0 (4.76)

a.s. and in L2. Furthermore, (2.20) and Lemma 3.5 imply that

ν(R− λj)κ−1Πλjf = (1− λj)κ−1νΠλjf = 0, (4.77)

so that (4.57) yields (2.39).
Thirdly, Lemma 3.11 applies to Π∆D and θ′ := θD = Reλ1, and shows

n1−Reλ1vnΠ∆f → 0 (4.78)

a.s. and in L2.
Theorem 2.13(3) follows by combining (4.75) with (4.76) and (4.78). This completes

the proof of Theorem 2.13. �

Remark 4.5. Note that (4.73) implies an upper bound O
(
1/ log n

)
for the speed of

convergence in L2 of (4.68), which yields the same rate in (4.56) in Lemma 4.4. Since,
in addition, (3.86) in the proof of Lemma 3.11 yields an upper bound O(n−ε) (for some
ε = θ′ − θ′′ > 0) for the speed of convergence in L2 in (3.85), one finds O

(
1/ log n

)
as an

explicit upper bound for the speed of convergence in L2 of Theorem 2.13(3). �
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Remark 4.6. If m0 is random, then under the conditions of Lemma 4.4, (4.73) holds
conditioned on m0. Taking the expectation, we see by dominated convergence that if
further

E
[(
m0(E) + 1

)2(1−Reλ)
m̃0V

]
<∞, (4.79)

then the left-hand side of (4.73) converges to 0 as n→∞. With the notation

an :=
(m0(E) + n)1−λ

1 ∨ logκ−1
(m0(E)+n
m0(E)+1

) , (4.80)

this says that anvnf → Λ in L2. Since we also have convergence a.s. (by (4.68) and
conditioning on m0), this implies that the sequence |anvnf |2 is uniformly integrable, see
e.g. [12, Theorem 5.5.2]. Let bn := n1−λ/ logκ−1 n. Then, for n ≥ 3, |bn| ≤ |an|, and it
follows that also |bnvnf |2 is uniformly integrable. Furthermore, also bnvnf → Λ a.s., and
thus [12, Theorem 5.5.2] again shows that bnvnf → Λ in L2. Consequently, under the
assumption (4.79), (4.56) holds both a.s. and in L2.

By combining this and Remark 3.12, it follows as above that (2.38) in Theorem 2.13(3)
holds also in L2 for random m0 that satisfies (2.41), as claimed in Remark 2.14. �

5. Proof of Theorems 2.25–2.27.

In this section we prove Theorems 2.25–2.27 on possible degeneracies in the limit dis-
tributions in Theorem 2.13.

Lemma 5.1. Suppose that f ∈ B(W ) and that ν|f | = 0, or, equivalently,

f(x) = 0 for ν-a.e. x. (5.1)

(i) Then ν|Rf | = 0, i.e., (5.1) holds for Rf too.
(ii) Moreover, for ν-a.e. x,

R(1)
x f = 0 a.s. (5.2)

Proof. By linearity we may assume that f ≥ 0. Let N := {x : f(x) 6= 0}; then νN = 0 by

the assumption (5.1). If x /∈ N , then R
(1)
x f ≥ 0, because R

(1)
x is positive on E \ {x} and

f(x) = 0. Hence, by taking the expectation, also

Rf(x) = ER(1)
x f ≥ 0, x /∈ N. (5.3)

Thus Rf ≥ 0 ν-a.e.
On the other hand, by (2.20) and the assumption (5.1),

ν(Rf) = (νR)f = νf = 0. (5.4)

It follows from (5.3) and (5.4) that Rf = 0 ν-a.e., which proves (i).

Moreover, let N1 := {x : Rf(x) 6= 0}. If x /∈ N ∪ N1, then, as just shown, R
(1)
x f ≥ 0,

and also ER(1)
x f = Rf(x) = 0; hence, (5.2) holds. This proves (ii), since ν(N1) = 0 by

(i), and thus ν(N ∪N1) = 0. �

Proof of Theorem 2.25. By replacing f by f − νf , we may for simplicity assume νf = 0.
Note first that (2.26) implies σ2(f) = 0 =⇒ χ(f) = 0. Hence, (i)⇐⇒ (ii) follows from

the formula for Σ(f) in (2.27).
Next, s 7→ esRf is a continuous map [0,∞) → B(W ), and thus, by Remark 2.15 and

νW 2 < ∞, s 7→ νC
(
esRf

)
is a continuous function of s ≥ 0. Furthermore, by (2.30), we

have C(esRf) ≥ 0, and thus νC(esRf) ≥ 0. Consequently, by (2.29),

σ2(f) = 0 ⇐⇒ νC(esRf) = 0 for every s ≥ 0. (5.5)

In particular, taking s = 0, we see that (ii) =⇒ (iii).
Furthermore, νC(f) = 0 ⇐⇒ Cxf = 0 for ν-a.e. x, which by (2.30) is equivalent to

R
(1)
x f = 0 a.s., for ν-a.e. x. Hence, (iii)⇐⇒ (iv).
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Finally assume (iv), and let N ⊂ E be a set with ν(N) = 0 such that R
(1)
x f = 0 a.s.

when x /∈ N . By taking the expectation, we obtain Rf(x) = ER(1)
x f = 0 for x /∈ N .

Hence, Rf = 0 ν-a.e., i.e., Rf satisfies (5.1). We may thus apply Lemma 5.1 to Rf and
conclude by induction that Rkf = 0 ν-a.e., for every k ≥ 1. Consequently, for any s ≥ 0,

esRf − f =

∞∑
k=1

sk

k!
Rkf = 0 ν-a.e. (5.6)

We apply Lemma 5.1 again, this time to esRf − f , and conclude by Lemma 5.1(ii) that
for ν-a.e. x,

R(1)
x

(
esRf − f

)
= 0 a.s. (5.7)

Together with the assumption R
(1)
x f = 0 a.s. for ν-a.e. x, this shows that for ν-a.e. x,

R(1)
x

(
esRf

)
= 0 a.s. (5.8)

Hence, (2.30) yields Cx(esRf) = 0 for ν-a.e. x, and thus νC(esRf) = 0, for every s ≥ 0.
Consequently, (5.5) shows that σ2(f) = 0. We have shown that (iv) =⇒ (ii), which
completes the proof. �

Proof of Theorem 2.26. The equivalence (i) ⇐⇒ (ii) follows as in the proof of Theo-
rem 2.25.

Let gj := (R − λjI)κ−1Πλjf . Note that by (2.32), gj = 0 if κj < κ, which shows the
equivalence (iii)⇐⇒ (iv).

By (2.35), it remains only to show that

νC(gj) = 0 ⇐⇒ gj = 0 ν-a.e. (5.9)

To see this, we first note that by definition of κ,

(R− λj)gj = (R− λj)κΠjf = 0. (5.10)

and thus

Rgj = λjgj . (5.11)

In other words, gj is (if non-zero) an eigenfunction with eigenvalue λj 6= 0.
Assume now νC(gj) = 0. Then, using (2.30) again, for ν-a.e. x, we have Cx(gj) = 0

and thus R
(1)
x gj = 0 a.s. Taking the expectation shows that for such x, we have Rgj(x) =

ER(1)
x gj = 0. Consequently, Rgj = 0 ν-a.e., and (5.11) implies gj = 0 ν-a.e. This shows

one implication in (5.9).
Conversely, assume gj = 0 ν-a.e. Then Lemma 5.1 shows that for ν-a.e. x, we have

R
(1)
x gj = 0 a.s., and thus Cx(gj) = 0 by (2.30). Hence, νC(gj) = 0. This completes the

proof of (5.9), and thus of (ii)⇐⇒ (iv), and of the theorem. �

Proof of Theorem 2.27. We note first that (5.11) holds in the present case too, and thus
gj is an eigenfunction of R with eigenvalue λj 6= 1. Hence, ν and gj are left and right
eigenvectors of R with different eigenvalues (recall (2.20)), which implies, as is well known,

νgj = 0, (5.12)

because we have

νgj = (νR)gj = ν(Rgj) = λj(νgj). (5.13)

(i)⇐⇒ (ii): Obvious.
(ii) =⇒ (iv),(vi): Suppose now that (ii) holds, i.e., Λj = EΛj a.s. The proofs of

Theorem 2.13(3) and Lemma 4.4 (in particular (4.69)) show that

Λj = cΛgj (5.14)

where c > 0 is an explicit constant and Λgj is given by Lemma 4.2. Since Λgj is constructed
in the proof of Lemma 4.2 as the limit of the martingale (4.47) (with f replaced by gj),
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it follows that Λj = EΛj a.s. if and only if all martingale differences in (4.47) vanish a.s.,
i.e.,

Λj = EΛj a.s. ⇐⇒ ∆MiB
−1
0,i gj = 0 a.s., for every i ≥ 1. (5.15)

Moreover, as remarked above, Rgj = λjgj , Hence, by (3.38),

B−1
0,i gj = b0,i(R)−1gj = b0,i(λj)

−1gj , (5.16)

where b0,i(λj) 6= 0 by (3.39), 0 < γn < 1, and Reλj > 0. Thus (5.15) yields

∆Migj = 0 a.s., for every i ≥ 1. (5.17)

Using also (3.4) (and replacing i by n+ 1), (5.17) says that, for every n ≥ 0,

R
(n+1)
Yn+1

gj = m̃nRgj a.s. (5.18)

Conditioning on m̃n, and recalling that Yn+1 has the conditional distribution m̃n, we see
that (5.18) implies that m̃n is a.s. such that, conditioned on m̃n,

R(n+1)
x gj = m̃nRgj a.s., for m̃n-a.e. x. (5.19)

Consider first the case n = 0. Recall that m̃0 is non-random, and let a := m̃0Rgj (a
non-random real number). Then the case n = 0 of (5.19) says

R(1)
x gj = a a.s., for m̃0-a.e. x. (5.20)

Now return to a general n ≥ 0. Since m̃n is a positive number times mn, we may in
(5.19) equivalently write “for mn-a.e. x”. Furthermore, mn ≥ m0, and thus (5.19) implies

that the equality holds for m0-a.e. x. Moreover, R
(n+1)
x is independent of m̃n, and thus

its conditional distribution equals the distribution of R
(1)
x . Hence, (5.20) shows that, also

conditioned on m̃n,

R(n+1)
x gj = a a.s., for m̃0-a.e. x. (5.21)

Consequently, comparing (5.19) and (5.21), we obtain, for every n ≥ 0,

m̃nRgj = a a.s. (5.22)

Thus, (5.19) shows that, for every n ≥ 0, m̃n is a.s. such that

R(1)
x gj = a a.s., for m̃n-a.e. x. (5.23)

By again conditioning on m̃n, it follows from (5.23) that

R
(n+1)
Yn+1

gj = a a.s. (5.24)

Consequently, by (2.2) and induction,

mngj = m0gj + na a.s. (5.25)

On the other hand, taking the expectation in (5.23) yields that m̃n is a.s. such that

Rgj(x) = ER(1)
x gj = a for m̃n-a.e. x. (5.26)

Recalling (5.11), this implies that

m̃ngj = λ−1
j m̃n(Rgj) = λ−1

j a a.s. (5.27)

Consequently, recalling (2.3),

mngj = mn(E)m̃ngj =
(
m0(E) + n

)
λ−1
j a = m0(E)a/λj + na/λj a.s. (5.28)

Comparing (5.25) and (5.28), we see that a = a/λj , and thus (since λj 6= 1), a = 0.
Consequently, (5.27) says m̃ngj = 0 a.s., which completes the proof of (ii) =⇒ (iv).

Moreover, (5.26) with a = 0 and (5.11) show that a.s., gj(x) = 0 for m̃n-a.e. x, which is
the same as m̃n|gj | = 0. Hence, also (ii) =⇒ (vi).

(vi) =⇒ (iv): Trivial.
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(iv) =⇒ (iii): Now suppose mngj = 0 a.s., for every n ≥ 0. Then m̃ngj = 0 a.s., and,
using (5.12),

vngj = m̃ngj − νgj = 0 a.s. (5.29)

Furthermore, gj is an eigenfunction of R by (5.11), and thus also an eigenfunction of
B0,n = b0,n(R). Hence, (5.29) implies

vnB
−1
0,ngj = 0 a.s. (5.30)

for every n ≥ 0. By Lemma 4.2, we have vnB
−1
0,ngj

a.s.−→ Λgj . Thus (5.30) implies Λgj = 0

a.s., which by (5.14) yields Λj = 0 a.s. and thus shows (iii).
(iii) =⇒ (ii): Trivial.
(iv)⇐⇒ (v): Obvious by (2.2).
(vi)⇐⇒ (vii): Trivial.
(vi)⇐⇒ (viii): (vi) is equivalent to

E m̃n|gj | = 0 for every n ≥ 0. (5.31)

By (3.18) and induction, recalling (3.3) and (3.38),

E m̃n = m̃0B0,n = m̃0b0,n(R). (5.32)

Since b0,n(R) is a polynomial in R of degree (exactly) n, (5.31) is equivalent to (viii),
which shows the equivalence (vi)⇐⇒ (viii).

(vi) =⇒ (ix) when R is slqc: Theorem 2.10 then applies to all functions in B(W ), and

in particular to |gj |. Hence, m̃n|gj |
a.s.−→ ν|gj |. The condition (vi) thus implies ν|gj | = 0,

which is (ix).
(ix) =⇒ (viii) when m0 is absolutely continuous w.r.t. ν: By Lemma 5.1 and induction,

(ix) implies Rn|gj | = 0 ν-a.e. for every n ≥ 0. Our assumption m0 � ν then yields
(viii). �

Example 5.2. Let E = [0, 1], and let µ be the Lebesgue measure on E. Let 0 < θ < 1

and let R
(1)
x be the (non-random) replacement kernel given by

R(1)
x = Rx =

{
µ, x 6= 0

θδ0 + (1− θ)µ, x = 0.
(5.33)

We take W = V = 1, and it is trivial to verify (B), (H), and (N), with ν = µ. The operator
R (considered on B(E) as usual) has rank 2 and it is easily seen that σ(R) = {0, θ, 1}, with
the spectral projections Π1 and Πθ both having rank 1 and corresponding eigenvectors 1
and 1{0}. Hence R is always slqc on B(W ), and small if and only if θ < 1/2; moreover,
our parameter θ is as in (2.22).

If we start with m0 = µ, or with δx for any x 6= 0, then a.s. mn = m0 +nµ, so the mvpp
is deterministic. However, if we take m0 = δ0, then the evolution is different; the mvpp
then is essentially a triangular urn of the type considered in e.g. [20], where its asymptotic
distribution can be found. (To see this, call colour 0 ’white’ and lump all other colours in
E together as ’non-white’.)

In particular, if 1/2 < θ < 1, then Theorem 2.13(3) applies with D = B(E), p = 1 and
λ1 = θ. Moreover, if we take f := 1{0}, then Theorem 2.27 applies with g1 = f = 1{0}. It
follows easily that the limit Λ1 = 0 in (2.38) if and only if m0{0} = 0.

This, admittedly artifical, example shows that one cannot always ignore functions that
are ν-a.e. 0; thus some care may be required when considering R as acting on L∞(E, ν).
�



36 SVANTE JANSON, CÉCILE MAILLER, AND DENIS VILLEMONAIS

Example 5.3. We may vary Example 5.2 by fixing 3 distinct points x0, x1, x2 ∈ [0, 1] and
defining (non-random)

R(1)
x = Rx =


1
2δx1 + 1

2δx2 , x = x0,

θδx + (1− θ)µ, x = x1, x2,

µ, otherwise.

(5.34)

The spectrum is still {0, θ, 1}, and the range of the spectral projection Πθ has dimension
2. Let 1

2 < θ < 1, so that Theorem 2.13(3) applies. One can easily check that f :=
1x1 − 1x2 ∈ Πθ and that Theorem 2.27 applies with g1 = f . Using Theorem 2.27(viii),
it follows that Λ1 = 0 if and only if m0{x0, x1, x2} = 0. In particular, note that Λ1 is
non-random if m0 = δx0 ; this shows that in Theorem 2.27, it is not enough to assume
m0|gj | = 0. �

6. Examples

We consider some examples, in separate subsections.

6.1. Out-degree distribution in the random recursive tree. This example is already
considered by [19] in the Pólya urn context and in [27] in the mvpp context. The random
recursive tree is built recursively as follows: at time 1 the tree has one node, its root, and,
at every discrete time-step, we add one node to the tree, and this new node chooses its
parent uniformly at random among the nodes that are already in the tree. The out-degree
of a node is its number of children. For all n ≥ 1 and k ≥ 0, we set Uk(n) the number of
vertices of out-degree k in the n-node rrt, and

mn :=
∑
k≥0

Uk(n)δk. (6.1)

(We start this process at time n = 1; this is just a matter of notation.) We show that

Proposition 6.1. If f : N0 → C satisfies f(k) = O
(
rk
)

for some r <
√

2, then there
exists a covariance matrix Σ(f) such that, as n→ +∞,

n
1/2
∑
k≥0

(Uk(n)

n
− 2−k−1

)
f(k)

d−→ N
(
0,Σ(f)

)
. (6.2)

We show how to calculate Σ(f) at the end of the section, at least in some cases.

Remark 6.2. We compare Proposition 6.1 to the results of [19] and [27]. The results
in [19] give an equivalent of Proposition 6.1 but only for functions f with finite support.
The results of [27] apply to unbounded functions f as long as they are negligible in front
of x 7→ 2x−ε for some ε > 0. This class of functions is larger than the one in Proposi-
tion 6.1, but [27] proves a.s. convergence of 1

n

∑
k≥0 Uk(n)f(k) to

∑
k≥0 2−k−1f(k) while

Proposition 6.1 gives the fluctuations around this almost-sure limit. �

Proof. To prove this proposition, first note that (mn)n≥1 is an mvpp with E = N0 :=

{0, 1, 2, . . . }, and deterministic R(n) = R(1) = R such that, for all k ≥ 0,

R
(1)
k = δk+1 − δk + δ0, k ≥ 0. (6.3)

Note that this includes subtracting the drawn ball k (unless k = 0). In other words, the
operator R is defined by (2.18) as

Rf(k) = Rkf = f(k + 1)− f(k) + f(0), k ≥ 0. (6.4)

Dually,

δkR = Rk = δk+1 − δk + δ0, (6.5)

and thus, for any complex measure µ on N0, (with µ{−1} := 0)

(µR)(k) = µ{k − 1} − µ{k}+ 1k=0(µ1). (6.6)
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The urn is balanced by (6.3), i.e., (B) holds.

We first choose W = V = 1. Then (H) holds since ‖R(1)
k ‖ ≤ 3 for every k ≥ 0, see

Remark 2.2. Furthermore, it is easily checked from (6.6) that the probability measure

ν{k} = 2−k−1, k ∈ N0, (6.7)

(i.e., a geometric distribution Ge(1/2)) is an eigenvector satisfying νR = ν, and thus (N)
holds too.

We next show that R is a small operator on B(W ) = B(E). To do so, we show first
that the dual operator R∗ is a small operator on M(E); recall that R∗ is the operator in
(6.5)–(6.6) which we there, as usually, denote by R (acting on the right).

The space M(E) of complex measures is naturally identified with `1; we also identify
it with the space

A :=
{ ∞∑
k=0

akz
k :

∞∑
k=0

|ak| <∞
}

(6.8)

of analytic functions. (The functions in A are thus the analytic functions in the unit
disc with a Taylor series that is absolutely convergent on the closed unit disc.) The
identification is the obvious one, mapping a measure µ ∈ M(E) to

∑∞
k=0 µ{k}zk. Note

that A is a Banach algebra under pointwise multiplication. (The norm in A is inherited
from M(E) = `1.)

The operator R∗ acting on M(E) by (6.5) corresponds to the operator R̂ : A → A
given by

R̂zk = zk+1 − zk + 1. (6.9)

This means that, for all f ∈ A, cf. (6.6),

R̂f(z) = zf(z)− f(z) + f(1) = (z − 1)f(z) + f(1). (6.10)

We first show that

σ(R̂) ⊆ {λ : |λ+ 1| ≤ 1} ∪ {1}; (6.11)

this implies that (QC2) holds. Fix λ ∈ C such that |λ + 1| > 1 and λ 6= 1; our aim is

to show that λ /∈ σ(R̂), i.e. λ ∈ ρ(R̂). To do so, we fix g ∈ A and consider the equation

(λ− R̂)f = g. By (6.10), the equation can be written

(1 + λ− z)f(z)− f(1) = g(z). (6.12)

In particular, taking z = 1 yields

(λ− 1)f(1) = g(1). (6.13)

Then, (6.13) gives f(1) = g(1)/(λ− 1), and (6.12) is solved (uniquely) by

f(z) =
g(z) + f(1)

1 + λ− z
=
g(z) + g(1)/(λ− 1)

1 + λ− z
. (6.14)

Furthermore, this solution f belongs to A, since 1/(1 + λ− z) ∈ A when |λ+ 1| > 1 and

A is a Banach algebra. Hence, (λ− R̂)f = g has a unique solution f ∈ A for every g ∈ A;

in other words, λ ∈ ρ(R̂), which concludes the proof of (6.11) and thus of (QC2).

Furthermore, the resolvent (λ − R̂)−1g is given by (6.14), and thus, by [5, Equa-
tion VII.6.9], the spectral projection Π1 is given by

Π1g(z) =
1

2πi

∮
Γ
(λ− R̂)−1g(z) dλ =

1

2πi

∮
Γ

g(z) + g(1)/(λ− 1)

1 + λ− z
dλ, |z| ≤ 1, (6.15)

where Γ is a small circle around 1. (Any circle of radius less that 1 will do.) If |z| ≤ 1,
then 1/(1+λ−z) is an analytic function of λ on and inside Γ, and it follows by the residue
theorem that the integral (6.15) equals the residue at λ = 1, which is g(1)/(2− z). Thus,

Π1g(z) =
g(1)

2− z
, |z| ≤ 1, (6.16)
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which together with (6.11) shows that (QC1) holds with the eigenfunction 1/(2 − z) =∑∞
k=0 2−k−1zk. This eigenfunction corresponds to ν in (6.7), which shows again that

νR = ν.
Therefore, R̂ is an slqc operator on A. Furthermore, we conclude from (6.11) that it is

a small operator on A, and thus that R∗ is a small operator onM(E). By Corollary B.3,
with X = B(E) and Y =M(E), this implies that R is a small operator on B(E).

We have verified the conditions of Theorem 2.13(1), which thus applies and shows
asymptotic normality of mnf as in (2.27) for every f ∈ B(W ) = B(E).

We can extend the range of this result by considering other functions W . Fix r ≥ 1
and take now

W (k) = Wr(k) := rk. (6.17)

Thus V (k) = W (k)q = rqk for some q > 2. Recall that (N) requires νV <∞. Since ν still
is given by (6.7), this is equivalent to rq < 2. Similarly, (6.4) shows that

RkV = V (k + 1)− V (k) + V (0) = (rq − 1)V (k) + 1, (6.18)

and thus (H)(i) holds if and only if rq < 2. It is easily seen that (H)(ii) holds for every
r ≥ 1. Furthermore, the urn starts with the composition δ0, and thus (H)(iii) is trivial.
Hence, (H) and (N) both hold if and only if rq < 2. Since (B) holds regardless of W , we
conclude that

(B), (H), and (N) hold for some q > 2 ⇐⇒ r <
√

2. (6.19)

We now have to find the spectral gap of R as an operator on B(Wr). We argue as in
the case r = 1 above, and begin by noting that M(Wr) =

{
µ :

∑∞
0 |µ{k}|rk < ∞

}
is

a norm-determining subspace of B(Wr)
∗. Moreover, M(Wr) may be identified with the

space

Ar :=
{ ∞∑
k=0

akz
k :

∞∑
k=0

|ak|rk <∞
}

(6.20)

of analytic functions. The functions in Ar are continuous in the closed disc {z : |z| ≤ r}
and analytic in its interior. Ar is, as A = A1 studied above, a Banach algebra under
pointwise multiplication.

As in the case r = 1, the operator R∗ on M(Wr) corresponds to an operator R̂ on Ar
given by (6.9) and (6.10). The argument above then shows that λ ∈ ρ(R̂) provided λ 6= 1
and 1/(1 + λ− z) ∈ Ar, i.e., if λ 6= 1 and |1 + λ| > r. Consequently, (6.11) is replaced by

σ(R∗) ⊆ {λ : |λ+ 1| ≤ r} ∪ {1}. (6.21)

Hence, on B(Wr), using Lemma B.2(ii) and with σ(R∗)̂ defined in Definition B.1,

σ(R) ⊆ σ(R∗)̂ ⊆ {λ : |λ+ 1| ≤ r} ∪ {1}. (6.22)

In particular,

θB(Wr) ≤ r − 1. (6.23)

We have seen above that we have to take r <
√

2 in order to have (H) and (N), and (6.23)
shows that in this case θ < 1/2 follows. Consequently, if r <

√
2, then the asymptotic

normality (2.27) extends to all f ∈ B(Wr), i.e., all f such that f(k) = O(rk). This
completes the proof. �

Remark 6.3. It is easy to see that we have equality in (6.22)–(6.23). In fact, we know
that 1 is an eigenvalue by (2.19). Moreover, if |1 + λ| ≤ r and λ 6= 0, then f(k) :=
(1 + λ)k + 1/(λ− 1) satisfies f ∈ B(Wr) and Rf = λf by (6.4), see also (6.25) below, so
λ is an eigenvalue of R and thus λ ∈ σ(R). Hence, we have equality in (6.22)–(6.23) too.
(For λ = 0 and r > 1, f(k) = k − 1 is an eigenfunction, but this case follows also because
σ(R) is closed.) Consequently, R is a small operator in B(Wr) ⇐⇒ r < 3/2. �
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In the rest of this subsection, we show how to calculate the asymptotic covariance
matrix Σ(f) in Proposition 6.1 for the following functions f : Fix r ∈ [1,

√
2) and let, for

a complex a with |a| ≤ r,

fa(k) := ak. (6.24)

Then fa ∈ B(Wr), νfa =
∑∞

k=0 2−k−1ak = 1/(2− a), and, by (6.4),

R(fa − νfa) = ak+1 − ak + 1− 1

2− a
= ak+1 − ak +

1− a
2− a

= (a− 1)(fa − νfa). (6.25)

In other words, provided a 6= 1 (so the function does not vanish), f̃a := fa− νfa ∈ B(Wr)
is an eigenfunction of R with eigenvalue a− 1. This makes it easy to compute asymptotic
variances and covariances in Theorem 2.13 for the functions fa.

Let a and b be complex numbers with |a|, |b| ≤ r. First, note that by (2.36), since

R
(1)
x = Rx is deterministic,

B̃(f̃a, f̃b) = R·f̃a ·R·f̃b = (Rf̃a) · (Rf̃b) = (a− 1)(b− 1)f̃af̃b

= (a− 1)(b− 1)
(
fab − (νfa)fb − (νfb)fa + (νfa)(νfb)

)
. (6.26)

Hence,

νB̃(f̃a, f̃b) = (a− 1)(b− 1)
(
νfab − (νfa)(νfb)

)
= (a− 1)(b− 1)

( 1

2− ab
− 1

(2− a)(2− b)

)
=

2(a− 1)2(b− 1)2

(2− ab)(2− a)(2− b)
(6.27)

and thus, recalling again (6.25),∫ ∞
0

νB̃
(
esRf̃a, e

sRf̃b
)
e−s ds =

∫ ∞
0

νB̃
(
es(a−1)f̃a, e

s(b−1)f̃b
)
e−s ds

=

∫ ∞
0

νB̃
(
f̃a, f̃b

)
e−(3−a−b)s ds

=
2(a− 1)2(b− 1)2

(3− a− b)(2− ab)(2− a)(2− b)
. (6.28)

Taking b = a in (6.28) gives χ(fa) in (2.28), and taking b = ā gives σ2(fa) in (2.29).
(See Remark 2.15). In particular, for a real with |a| <

√
2, Theorem 2.13 shows (see

Remark 2.12) that

n−1/2

( ∞∑
k=0

Uk(n)ak − n

2− a

)
= n

1/2
(
m̃nfa − νfa

) d−→ N
(
0, σ2(fa)

)
, (6.29)

with

σ2(fa) =
2(a− 1)4

(3− 2a)(2− a2)(2− a)2
. (6.30)

More generally, we have joint convergence for several (real or complex) a, with asymptotic
covariances easily found from (6.28).

Remark 6.4. It follows that the asymptotic variances and covariances of n−1/2Uk(n) can
be obtained as Taylor coefficients of the bivariate rational function in (6.28); this was
earlier shown in [19] by related calculations using urns with finitely many colours. �

Remark 6.5. Moreover, using Fourier analysis, any function f in Proposition 6.1 may be
expressed as an integral of functions fa: for any ρ ∈ (r,

√
2),

f =
1

2π

∫ 2π

0
f̂
(
ρ−1e−it

)
fρeit dt (6.31)
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where f̂(z) :=
∑∞

k=0 f(k)zk. By substituting (6.31) in (2.28) and (2.29), and using (6.28),
one can obtain integral formulas for χ(f) and σ2(f), and thus for Σ(f). The result is
rather complicated, however, and we leave the details to the reader. �

Remark 6.6. The asymptotic variance in (6.30) diverges as a↗
√

2, and thus the result
cannot be extended (in this form at least) to a ≥

√
2. Hence, the condition r <

√
2

in Proposition 6.1 and the argument above is not just a technical condition required by
our proofs; it is essential for (6.29)–(6.30), which strongly suggests that it is necessary in
Proposition 6.1 too. This also shows that the technical conditions (H) and (N) are more
or less best possible; in particular, it is not enough to take q < 2 in (H). �

We do not know what happens for functions f that grow faster than allowed in Propo-
sition 6.1. In particular, the following case seems interesting.

Problem 6.7. What is the asymptotic distribution of
∑∞

k=0 Uk(n)ak for a ≥
√

2?
Is there any difference between the cases a < 3/2 and a > 3/2? (Recall that R is a

small operator in B(Wa) for a < 3/2, but not for larger a.)

6.2. The heat kernel on the square. Imagine some flowers planted in a closed square
room: we start with one flower in the room (say at the centre of the room). Each flower
blooms at exponential rate, independently from the others, and when a flower blooms, it
sends one seed in the air, which travels in the air according to a Brownian motion reflected
at the walls for a unit-time, then fall onto the ground and instantly becomes a new flower.
We assume that the rate of blooming is so small that we can imagine that the seeds
perform their unit-one Brownian motions instantly. We set τn to be the instant of the
n-th bloom (τ0 := 0), and ξn to be the position of the n-th flower in [0, `]2 (ξ0 = ( /̀2, /̀2)).
We are interested in the long-term behaviour of the distribution of flowers in the room:

Ξn =
∑
i≥0

δξi . (6.32)

It is expected that Ξn/n converges to the uniform distribution on the square, and this
is indeed confirmed by Theorem 2.10(ii); Theorem 2.13 allows to study the fluctuations
around this limit. This yields the following.

Proposition 6.8. For all bounded measurable functions f : [0, `]2 7→ R,

1

n
Ξnf =

1

n

n∑
i=0

f(ξi)→
1

`2

∫
[0,`]2

f(x) dx, almost surely when n→ +∞. (6.33)

For all m, p ∈ N2
0, set

λm,p := exp

(
−π

2(m2 + p2)

2`2

)
, (6.34)

and
ϕm,p(x, y) := cos

(πmx
`

)
cos
(πpy

`

)
. (6.35)

Also, set I(`) := {(m, p) ∈ N2
0 : λm,p < 1/2} and let D be the closed linear span in B([0, `]2)

of 1 and {ϕm,p : (m, p) ∈ I(`)}. Similarly, set J(`) := {(m, p) ∈ N2
0 : λm,p ≤ 1/2} and let

D′ be the closed linear span of 1 and {ϕm,p : (m, p) ∈ J(`)}.
(i) For every function f ∈ D, there exists a covariance matrix Σ(f) such that

n
1/2

(
1

n

n∑
i=0

f(ξi)−
1

`2

∫
[0,`]2

f(x, y) dx dy

)
→ N

(
0,Σ(f)

)
, (6.36)

in distribution as n→ +∞.
(ii) If 2 log 2

π2 `2 ∈ {m2 + p2 : (m, p) ∈ N2
0}, so J(`) 6= I(`), then for every function f ∈ D′,

there exists a covariance matrix Σ(f) such that

n1/2

(log n)1/2

(
1

n

n∑
i=0

f(ξi)−
1

`2

∫
[0,`]2

f(x, y) dx dy

)
→ N

(
0,Σ(f)

)
, (6.37)
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in distribution as n→ +∞.
(iii) If ` > π/

√
2 log 2, then for every function f ∈ B([0, `]2), there exists a random

variable W (f) such that

n1−exp(−π2/2`2)

(
1

n

n∑
i=0

f(ξi)−
1

`2

∫
[0,`]2

f(x, y) dx dy

)
→W (f), (6.38)

almost surely and in L2 when n→ +∞.

Remark 6.9. If ` < π/
√

2 log 2, then D = B([0, `]2), and then (i) applies to all bounded
f . Similarly, if ` = π/

√
2 log 2, then D′ = B([0, `]2) and (ii) applies to all bounded f . �

Proof. First note that Ξn is an mvpp with colour space E = [0, `]2, initial composition
δ( /̀2, /̀2), and random replacement kernel

R(1)
x = δ

B
(x)
1

, (6.39)

where B = (Bt)t≥0 is the standard Brownian motion on the square of side-length ` started

at B
(x)
0 = x and reflected at the boundary. Note that R

(1)
x is a positive measure. We have

Rx = L
(
B

(x)
1

)
, (6.40)

the distribution of the reflected Brownian motion. Hence, for any probability measure µ
on E,

µR = L
(
Bµ

1

)
, (6.41)

the distribution of the reflecting Brownian motion at time 1 when started according to µ.
This mvpp satisfies Assumption (B). We choose W = V = 1, and then (H) holds

by Remark 2.2. Furthermore, (N) holds because the uniform distribution ν on [0, `]2 is
invariant for the reflected Brownian motion and thus satisfies νR = ν by (6.41).

The kernel Rx in (6.40) of R is known as the heat kernel with Neumann boundary
conditions. Its eigenvalues and eigenfunctions are well known, and can be found e.g. as
follows. (We give a sketch, omitting the standard details.) First, since the kernel is
absolutely continuous, and depends continuously on x, it is easily seen that it does not
matter whether we consider R as an operator on B(E) or L∞(E). (See Lemma B.5,
with N the space of bounded functions that are 0 a.e.) Furthermore, the density of
Rx is bounded, uniformly in x, and it follows that R maps L2(E) into L∞(E). Hence,
Lemma B.4 shows that eigenvalues and other spectral properties are the same in L∞(E)
and in L2(E) (except possibly at 0, which is not important for us). Finally, we regard
L2(E) = L2([0, `]2) as the subspace of L2([−`, `]2) consisting of functions that are even in
each variable, and then extend these functions periodically to R2. We then can replace
the reflecting Brownian motion by ordinary Brownian motion on R2, and it follows that
the functions ϕm,p in (6.35) form a complete orthogonal set of eigenfunctions in L2(E),
with corresponding eigenvalues λm,p given by (6.34). (In this example, R is a self-adjoint
operator on L2, which makes the spectral theory in L2 particularly simple.)

Since λm,p → 0 as m+ p→∞, it follows that

σ(R) = {λm,p : m, p ∈ N0} ∪ {0}, (6.42)

in L2(E), and by Lemma B.4 as indicated above, also in L∞(E) and in B(E).
The eigenvalue 1 is obtained only for m = p = 0, and thus it follows from (6.42) that

R is slqc. Moreover, the second largest eigenvalue is λ1,0 = λ0,1 = exp
(
−π2/(2`2)

)
, and

thus R is small if and only if π2/(2`2) > log 2, i.e., if ` < π/
√

2 log 2.
The almost sure convergence in (6.33) is thus a direct consequence of Theorem 2.10(i),

which also gives an (upper) estimate of the rate.
Next, we show that

σ(RD) = {λm,p : (m, p) ∈ I(`) ∪ {(0, 0)}} = {λm,p : λm,p < 1/2} ∪ {1}. (6.43)
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To see this, we first note that if D̂ is the closure of D in L2(E), i.e., the closed linear
span in L2(E) of 1 and {ϕm,p : (m, p) ∈ I(`)}, then σ(R

D̂
) is given by (6.43), since the

functions ϕm,p are orthogonal eigenfunctions. Then, (6.43) follows by Lemma B.4, because

R : D̂ → D.
It follows from (6.43) that RD is a small operator, and thus (i) is a direct consequence

of Theorem 2.13(1).
Similarly, by the same argument,

σ(RD) = {λm,p : (m, p) ∈ J(`) ∪ {(0, 0)}} = {λm,p : λm,p ≤ 1/2} ∪ {1}. (6.44)

and (ii) follows from Theorem 2.13(2), with p = 1, λ1 = 1
2 , and κ = κ1 = 1.

Finally, (iii) follows from Theorem 2.13(3), with p = 1, λ1 = e−π
2/(2`2), and κ = κ1 =

1. �

Remark 6.10. The covariance matrices of the limits in (6.36) and (6.37) can easily
be computed from the formulas in Theorem 2.13 and a Fourier expansion of f into the
functions ϕm,p; we leave the details to the reader. �

We can use Theorems 2.25–2.27 to see whether the limit distributions in Proposition 6.8
are degenerate. Note that if λ 6= 0, then Πλ is a projection onto a finite-dimensional space
spanned by some ϕm,p; these are all continuous, and thus Πλf is continuous for any
f ∈ B(E).

First, for (i), it is easily seen from Theorem 2.25 that the limit in (6.36) is degenerate
only if f = c a.e. for some constant c.

Secondly, for (ii), Theorem 2.26 (with κ = 1 and p = 1) shows that the limit is de-
generate if and only if Π1/2f = 0 a.e.; since Π1/2f is continuous, this holds if and only if
Π1/2f = 0. It is easily seen that this holds if and only if f ∈ D (and thus (i) applies, and
gives a more precise result).

Similarly, for (iii), Theorem 2.27 shows that the limit is degenerate if and only if Πλ1f =

0, where λ1 = e−π
2/(2`2). Assume this. The next largest eigenvalue of R is λ2 = e−π

2/`2 .
Hence, if λ2 ≤ 1/2, we can apply (i) or (ii) to f . If λ2 > 1/2, we may instead apply
Theorem 2.13(3) to the subspace D1 := (I − Πλ1)B(E); note that T is slqc in D1 and

θD1 = λ2 = e−π
2/`2 .

Remark 6.11. In this example, the generalized eigenspaces Πλ (λ 6= 0) are all spanned
by eigenvectors. Hence, κ = 1 in Theorem 2.13, regardless of the multiplicities of the
eigenvalues. The multiplicities show up when considering joint convergence of several f ,
as discussed in Remark 2.28. In fact, in Proposition 6.8(iii), the dominating eigenvalue
λ1,0 = λ0,1 has multiplicity 2, and thus there is a two-dimensional space of limits.

In Proposition 6.8(ii), the dimension of the space of limits equals the multiplicity of the
eigenvalue 1/2, which equals the number of solutions to m2 + p2 = N := (2 log 2)`2/π2.
A formula for the number of such solutions is well known (and was stated already by
Gauss), see [14, Theorem 278 and Notes p. 243], as well as a criterion for the existence of
any solutions at all (so D′ 6= D) [14, Theorem 366]. �

Remark 6.12. We could replace [0, `]2 by any finite measure space (E,µ) and the Brow-

nian motion B
(x)
1 by jumps according to any transition kernel P (x, dy) on E that has

a density with respect to µ that is bounded (or, more generally, in L2(µ)), uniformly in
x ∈ E. The operator R then maps L2(µ) → B(E). Moreover, R is a Hilbert–Schmidt
integral operator on (E,µ), and thus R is a compact operator on L2(µ). By the spectral
theorm for compact operators, [5, Theorem VII.7.1], the spectrum σ(R) can be written
as {λi}Ni=1 ∪ {0} for some N ≤ ∞ and eigenvalues λi 6= 0; either N < ∞ or λi → 0 as
i → ∞. Furthermore, Πλi(L

2(E.µ)) has finite dimension for every λi. R is a bounded
operator also on L∞(E) and B(E), and by Lemmas B.4 and B.5, the spectrum of T is the
same for these spaces as for L2(E,µ).

The function 1 is an eigenfunction with eigenvalue 1, so 1 ∈ σ(T ), and |λi| ≤ 1 for
all i since ‖R‖B(E) = 1. In particular, R is slqc provided Π1(R) does not contain any
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non-constant function. Assuming the latter property, we thus obtain the same type of
behaviour as in Proposition 6.8.

The main advantage of choosing the Brownian motion on E = [0, `]2 is that its spectral
decomposition is explicitly known and very simple. (That the operator is self-adjoint on
L2 helps but is not essential.) Other examples for which the spectral decomposition is
fully known are the reflected Brownian motion on the rectangle, on the isosceles triangle
(see e.g. [16, Chapter 5]) or on the annulus (see [25] and [11] for surveys on eigenfunctions
and eigenvalues of the heat kernel). �

6.3. A branching random walk. The following branching random walk is studied in
[17]. Let G be a compact group, and let (Yn)∞1 be an i.i.d. sequence of random variables
in G with some distribution µ ∈ P(G). Let X0 ∈ G be given. (In [17], X0 may be
random. We assume here that X0 is non-random; otherwise we may condition on X0, cf.
Remark 2.1.) For n ≥ 1, let In be uniformly distributed on {0, . . . , n − 1} and assume
that all In and Ym are independent. Then define Xn ∈ G inductively by

Xn := XInYn, n ≥ 1. (6.45)

In other words, for each n, we first choose a parent uniformly among X0, . . . , Xn−1, and
then let Xn be a daughter with a random displacement Yn from its parent.

This process can be regarded as a mvpp with colour space E = G by defining

mn :=

n∑
i=0

δXi . (6.46)

The construction of Xn in (6.45) then means that (mn)n is a mvpp with replacements
given by

R(1)
x = δxY1 , x ∈ G. (6.47)

We choose W = V = 1, and let ν be the normalized Haar measure. The conditions (B),
(H), and (N) are easily verified. We have

Rx = L(xY1), (6.48)

which is µ left translated by x. Hence, R acts on functions by convolution Rf = f ∗ µ̌,
where µ̌ is the distribution of Y −1.

The results in [17] are about asymptotic normality, under certain conditions, of the
sums

Sn(f) :=
n∑
i=0

f(Xi) = mnf (6.49)

for suitable functions f . (The proof uses the method of moments.)
Consider for simplicity the case when G is commutative. (The case of non-commutative

G is similar but more technical and requires study of the irreducible representations of

G; see [17].) Let Ĝ be the dual group, consisting of all characters on G (i.e., continuous
homomorphisms G→ {z ∈ C : |z| = 1}), and define the Fourier transform of µ by

µ̂(γ) :=

∫
G
γ(g) dµ(g) = E γ(Y1), γ ∈ Ĝ. (6.50)

Then, every character γ is an eigenfunction of R, with

Rγ = µ̂(γ)γ. (6.51)

Hence, on the Hilbert space L2(G), R has an ON basis of eigenfunctions, and

σ(R) = {µ̂(γ) : γ ∈ Ĝ}. (6.52)

If we assume (as in [17]) that µ is not supported on any proper closed subgroup of G, then
µ̂(γ) 6= 1 and thus Re µ̂(γ) < 1 for every γ 6= 1. If we further assume, for example, that µ

is absolutely continuous w.r.t. the Haar measure ν, then µ̂ ∈ c0(Ĝ) by (a general version
of) the Riemann–Lebesgue lemma, and it follows that R is slqc on L2(G). Moreover, if
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the density dµ/dν of µ is in L2(G), then R : L2 → B(G), and it follows from Lemmas B.4
and B.5 that R is slqc also on L∞(G) and on B(G).

Theorem 2.13 then applies and yields asymtotic normality of Sn(f) if

θ := sup{Re µ̂(γ) : γ 6= 1} ≤ 1/2; (6.53)

this is essentially [17, Theorems 3.1 and 3.2], although the technical conditions there on
f and µ are somewhat different from ours. (They neither imply or are implied by our
conditions here; an example where Theorem 2.13 applies but not [17] is when dµ/dν ∈
L2(G) \ L∞(G), and f ∈ B(G) \ C(G).) Moreover, if 1/2 < θ < 1, then Theorem 2.13(3)
applies, and extends the brief comments given in [17] for that case.

Remark 6.13. [17] considers also a generalization to compact homogeneous spaces; this
is treated by constructing a branching random walk as above on a compact group G, and
then considering the projection to G/H for a closed subgroup H of G. (This assumes that
the distribution µ is invariant under left or right multiplication by elements of H.) The
space B(G/H) can be identified with a subspace of B(G), and thus Theorems 2.10 and
2.13 can be applied in this setting too. �

Remark 6.14. This example is closely related to the one in Section 6.2. In fact, the
latter example can, by identifying [−`, `]2 with the group T2, be treated as a branching
random walk as above on the group G = T2, but considering only the subspace of bounded
functions that are even in each coordinate. �

6.4. Reinforced process on a countable state space. In this section, we consider a
reinforced process which is a particular case of balanced Pólya urn on a countable state
space. Let (Xn)n∈Z+ be an irreducible Markov chain evolving in a countable state space E,
and denote by Px and Ex the law and expectation of the process starting from X0 = x ∈ E.
Similarly, if ν ∈ P(E), we use Pν and Eν for the Markov chain started with a random
X0 ∼ ν. We assume that X admits a Lyapunov type function: there exist a function
V : E → [1,+∞) such that {x ∈ E : V (x) ≤ A} is finite for every A < ∞, and for some
constants λ ∈ (0, 1) and C <∞,

Ex
[
V (X1)

]
≤ λV (x) + C for all x ∈ E. (6.54)

We fix T ∈ {2, 3, . . .} and consider the reinforced process Z = (Zn)n≥0 constructed as
follows: Z0 = z0 ∈ E is fixed and Z evolves according to the dynamic of X up to time
T − 1. At time T , it jumps to a random position distributed according to its empirical
occupation measure 1

T

∑T−1
i=0 δZi ; in other words, the process jumps back to its position at

a uniformly random earlier time i ∈ [0, T ). Then Z evolves according to the dynamic of
X up to time 2T −1 and, at time 2T , it jumps to a random position distributed according
to its current empirical occupation measure, and so on. (The process thus jumps back to
a random earlier position at times kT , k ∈ N.)

Let µn := 1
n+1

∑n
i=0 δZi denote the empirical occupation measure of Z at time n; i.e.

µnf =
1

n+ 1

n∑
i=0

f(Zi). (6.55)

We show that µn converges almost surely (and in a weak L2 sense) to the unique invariant
distribution of X, and that, at least if T is large enough, µn satisfies a central limit
theorem.

Proposition 6.15. The Markov chain X has a unique invariant distribution ν. Moreover:

(a) For any q > 2, there exists δ = δ(q) > 0 such that, for every f ∈ B(V 1/q),

E |µnf − νf |
2 = O

(
n−2δ

)
. (6.56)

and

nδ |µnf − νf |
a.s.−−−−−→

n→+∞
0. (6.57)
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(b) If in addition
(

1
T

1−λT
1−λ

)1/q
< 1/2, then, for any f ∈ B(V 1/q), one of the conclusions

(1), (2) or (3) of Theorem 2.13 holds with:

• (n/T)1/2 (µnf − νf) instead of n1/2(m̃nf − νf) in (1),

• (n/T)
1/2

(logn)κ−1/2
(µnf − νf) instead of n

1/2

(logn)κ−1/2
(m̃nf − νf) in (2),

• µnf instead of m̃nf and Λ′j := T 1−λjΛj instead of Λj in (2.38).

(c) There exists T0 = T0(q) ≥ 2 such that, for any T ≥ T0, conclusion (1) of Theo-

rem 2.13 holds for all f ∈ B(V 1/q).

The proof uses the following lemma, which we prove at the end of this subsection. We
use the notations r(R) and re(R) for the spectral radius and essential spectral radius of
the operator R; see Definition B.6.

Lemma 6.16. Let R be the operator given by (2.18) for some probability kernel R from
E to E, and let V : E → [1,+∞) be a function such that {x ∈ E : V (x) ≤ A} is finite for
every A <∞. If there exist ϑ < 1 and C <∞ such that

RV ≤ ϑV + C, (6.58)

then, for every q > 1, R acts as a bounded operator on B(V 1/q) with spectral radius

r(R) = 1 and essential spectral radius re(R) ≤ ϑ1/q.

In particular, R then is quasi-compact, see Remark B.8.

Proof of Proposition 6.15. We observe that the sequence

mn :=
1

T

(n+1)T−1∑
i=0

δZi (6.59)

is an mvpp on the set E with (random) initial measure

m0 =
1

T

T−1∑
i=0

δZi (6.60)

and replacement kernel

R(1)
x

d
=

1

T

T−1∑
i=0

δXi , where (Xi)i≥0 has law Px. (6.61)

We start by proving that m satisfies assumptions (B), (H) and (N). Assump-
tion (B) holds true since

R(1)
x (E)

d
=

1

T

T−1∑
i=0

δXi(E) = 1. (6.62)

We now show that Assumption (H) holds with W := V 1/q and

ϑ :=
1

T

T−1∑
i=0

λi =
1

T

1− λT

1− λ
∈ (0, 1). (6.63)

Note that ϑ ∈ (0, 1) since λ ∈ (0, 1) and T ≥ 2.
For (H)(i), we obtain from (6.54) used iteratively that, for all x ∈ E and all n ≥ 0,

Ex V (Xn+1) ≤ λEx V (Xn) + C ≤ λn+1V (x) + C1, (6.64)

where C1 :=
∑∞

i=0 λ
iC < +∞. Hence

RxV =
1

T

T−1∑
i=0

Ex
[
V (Xi)

]
≤ 1

T

T−1∑
i=0

(λiV (x) + C1) = ϑV (x) + C1. (6.65)

This proves (H)(i).
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(H)(ii) then follows by Remark 2.3, since R
(1)
x ≥ 0 a.s.

For (H)(iii), we simply observe that m0V =
∑T−1

i=0 V (Zi) < +∞. This concludes the
proof that Assumption (H) holds true.

We now show that Assumption (N) holds. Recall (6.54) and note that it follows that
the set {x ∈ E : Ex

[
V (X1)

]
> V (x) − 1} is finite. Hence, by [6, Theorem 7.5.3],1 it

follows from (6.54) and the irreducibility of X that X is positive recurrent and thus,
see [6, Theorem 7.2.1 and Definition 7.2.2], that it admits a unique invariant probability
measure ν. Thus, for every bounded measurable function f and all n ≥ 0,

Eν f(Xn) = νf. (6.66)

Hence, still for every bounded f ,

νRf = Eν

[
1

T

T−1∑
i=0

f(Xi)

]
=

1

T

T−1∑
i=0

Eν [f(Xi)] = νf (6.67)

and thus νR = ν. It remains to verify that νV < ∞, which follows by the following
standard arguments. By irreducibility of X and the fact that E is countable, we have
ν({x}) > 0 for all x ∈ E and hence (see for instance [6, Theorems 5.2.11 and 5.2.9]), for
all A > 0 and x ∈ E,

1

n

n∑
i=1

(
V (Xi) ∧A

)
−−−−−→
n→+∞

ν(V ∧A) Px-almost surely. (6.68)

By dominated convergence and using (6.64), this implies that

ν(V ∧A) = lim
n→+∞

Ex
1

n

n∑
i=1

(
V (Xi) ∧A

)
≤ lim inf

n→+∞

1

n

n∑
i=1

(λiV (x) + C1) = C1 (6.69)

and hence, letting A → +∞, that νV ≤ C1 < +∞. This completes the proof that
Assumption (N) holds true.

Furthermore, R is the probability kernel of an irreducible Markov chain on E, and thus
we deduce from [6, Theorem 7.5.3] and (6.65) that ν is the unique invariant probability
measure of R.

We now show that Theorem 2.10 applies to m, which implies Proposi-
tion 6.15(a). We first show that R defined by (2.18) is an slqc operator on B(W ) =

B(V 1/q), i.e. that it satisfies conditions (QC1) and (QC2) of Definition 2.6, which entails
that Theorem 2.10 applies.

Note that (6.58) holds by (6.65). Hence, according to Lemma 6.16, re(R) ≤ ϑ1/q < 1

and thus by Definition B.6, for any ρ ∈ (ϑ1/q, 1), there exists a decomposition of B(W )
into two closed R-invariant subspaces:

B(W ) = Fρ ⊕Hρ, (6.70)

such that Fρ has finite dimension, and the spectral radius of R|Hρ is less than ρ. Since the
spectrum of Fρ is finite, this says that the spectrum σ(R) contains only a finite number
of points λ with |λ| ≥ ρ; moreover, these points satisfy |λ| ≤ r(R) = 1 and thus Reλ < 1
unless λ = 1. This shows both that (QC2) holds and that 1 is an isolated point in σ(R).
(As always, 1 ∈ σ(R) because R1 = 1.)

The generalized eigenspace of R corresponding to the eigenvalue 1 is a subspace of Fρ,
and thus has finite dimension. In order to verify (QC1), it remains to show that this
dimension is 1, i.e., that the eigenvalue 1 has algebraic multiplicity 1.

We first show that the eigenvalue 1 is simple: The corresponding eigenfunctions of R
satisfy Rf = f , which means that they are harmonic functions for the Markov kernel R.
As shown above, ν is the unique invariant probability measure for R, and furthermore

1Theorem 7.5.3 in [6] is not stated correctly, but the direction we use is correct. The other direc-
tion becomes correct if, for example, one replaces the irreducibility assumption by a strong irreducibility
assumption, which corresponds to our (classical) notion of irreducibility.
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νV < ∞; hence, [6, Proposition 5.2.12] shows that every harmonic function in B(V ) is
constant ν-a.e., and hence constant everywhere because ν({x}) > 0 for all x ∈ E. This
implies that 1 has simple geometric multiplicity: it remains to prove that it also has simple
algebraic multiplicity. To do so, let f ∈ B(W ) be such that (R− I)2f = 0. Then (R− I)f
is an eigenfunction associated to 1 and hence it is equal to a constant, say c ∈ C. We
deduce that Rf = f + c and hence Rnf = f + nc for all n ≥ 1. Moreover, for all n ≥ 1
and x ∈ E, by iterating (6.65),

RnV (x) ≤ ϑRn−1V (x) + C1 ≤ ϑnV (x) +
n−1∑
i=0

ϑiC1 ≤ CV (x) (6.71)

which implies, by Jensen’s inequality,

RnW (x) ≤ (RnV (x))
1/q ≤ CW (x). (6.72)

In particular, for all n ≥ 0,

|f(x) + nc| = |Rnf(x)| ≤ ‖f‖B(W ) RnW (x) ≤ ‖f‖B(W )CW (x), (6.73)

which implies that c = 0 and hence that (R − I)f = 0, so that f is an eigenfunction
associated to 1 and hence is constant. We have shown that ker

(
(R− I)2

)
= ker

(
R− I

)
=

{c1 : c ∈ C}. This implies that the algebraic multiplicity of 1 in the finite-dimensional
space Fρ is 1, and it follows that (QC1) holds true, which completes the proof that R is
slqc.

We set, as in (2.22), θ := sup Re(σ(R) \ {1}). By Theorem 2.10 (with D := B(W )),
θ < 1 and, for every δ ∈ (0, 1− θ), there exists a constant Cδ such that, for all f ∈ B(W ),

E
(
|m̃n − νf |2 | m0

)
≤ Cδ m̃0V

(
m0(E) + 1

m0(E) + n

)2δ∧1

‖f‖2B(W ), ∀n ≥ 1. (6.74)

But m0(E) = 1 and, by (6.60) and (6.64),

E
[
m̃0V

]
=

1

T

T−1∑
i=0

EV (Zi) =
1

T

T−1∑
i=0

EV (Xi) < +∞. (6.75)

Hence, (6.74) yields, up to a change of Cδ,

E
(
|m̃n − νf |2

)
≤ Cδ n−2δ∧1‖f‖2B(W ). (6.76)

If furthermore δ < 1/2, then for all f ∈ B(W ),

nδ |m̃n − νf |
a.s.−−−−−→

n→+∞
0. (6.77)

For all n ≥ 1 and k ∈ {0, . . . , T − 1}, we have

1

nT + k

nT+k−1∑
i=0

δZi =
nT

nT + k
m̃n−1 +

1

nT + k

nT+k−1∑
i=nT

δZi , (6.78)

and thus, for all f ∈ B(W ) such that ‖f‖B(W ) ≤ 1,∣∣∣∣∣ 1

nT + k

nT+k−1∑
i=0

f(Zi)−
nT

nT + k
m̃n−1f

∣∣∣∣∣ ≤ 1

nT + k

nT+k−1∑
i=nT

W (Zi) (6.79)

≤ (n+ 1)T

nT + k
m̃nW −

nT

nT + k
m̃n−1W. (6.80)

Hence,∣∣µnT+k−1f − νf
∣∣ =

∣∣∣∣∣ 1

nT + k

nT+k−1∑
i=0

f(Zi)− νf

∣∣∣∣∣
≤ k

nT + k
|νf |+ nT

nT + k
|m̃n−1f − νf |+

(n+ 1)T

nT + k
|m̃nW − νW |
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+
nT

nT + k
|m̃n−1W − νW |+

T

nT + k
νW

≤ 1

n
|νf |+ |m̃n−1f − νf |+ 2|m̃nW − νW |+ |m̃n−1W − νW |+

1

n
νW. (6.81)

We now obtain (6.56) from (6.81) and (6.76) by Minkowski’s inequality. Similarly, (6.57)
follows from (6.81) and (6.77), which concludes the proof of Proposition 6.15(a).

We next show that Theorem 2.13 applies to m which implies Proposition 6.15(b).
We have proved that R is an slqc operator on D = B(W ); moreover, by Lemma 6.16 and

(6.65), re(R) ≤ ϑ1/q where ϑ is given by (6.63). We now assume that ϑ1/q < 1/2, and thus
re(R) < 1/2. This means that we may take ρ < 1/2 in (6.70), which entails that the set

{λ ∈ σ(R) : Reλ ≥ ρ} = {λ ∈ σ(R|Fρ) : Reλ ≥ ρ} (6.82)

is finite. Since in addition we have E((1+m0(E))m̃0V ) < +∞, it follows from Remark 2.14
that one of the cases (1), (2) or (3) in Theorem 2.13 applies to m with D = B(W ). (The
case depends on whether θ is < 1/2, = 1/2, or > 1/2.) Moreover, in cases (2) and (3), we
have κ <∞ by Remark 2.18.

In addition, by (6.79), for n ≥ 1 and 0 ≤ k < T ,

E

∣∣∣∣∣ 1

nT + k

nT+k−1∑
i=0

f(Zi)−
nT

nT + k
m̃n−1f

∣∣∣∣∣ ≤ E
[ 1

nT + k

(n+1)T−1∑
i=nT

W (Zi)
]

= E
[ T

nT + k

(
mnW −mn−1W

)]
=

T

nT + k
E
[
R

(n)
Yn
W
]

(6.83)

and thus

E

∣∣∣∣∣ 1

nT + k

nT+k−1∑
i=0

f(Zi)− m̃n−1f

∣∣∣∣∣ ≤ T

nT + k
E
[
R

(n)
Yn
W
]

+
k

nT + k
E |m̃n−1f | (6.84)

Both E
[
m̃n−1W

]
and E

[
R

(n)
Yn
W
]

are uniformly bounded in n by (3.10) in Lemma 3.2
and (3.16) in its proof. Hence, (6.84) yields

E
∣∣µnT+k−1f − m̃n−1f

∣∣ = E

∣∣∣∣∣ 1

nT + k

nT+k−1∑
i=0

f(Zi)− m̃n−1f

∣∣∣∣∣ = O(1/n). (6.85)

and, in particular, as n→∞, for any fixed α < 1,

nα
(
µnT+k−1f − m̃n−1f

) p−→ 0. (6.86)

If conclusion (1) of Theorem 2.13 holds for m, this implies that (n/T )1/2 (µnf − νf) has

the same limit in distribution as (n/T )1/2(m̃b(n+1)/T c−1f − νf), which equals the limit in
(2.27), and similarly for conclusion (2).

If conclusion (3) of Theorem 2.13 holds for m, we use (6.80) which entails∣∣µnT+k−1f − m̃n−1f
∣∣ ≤ (n+ 1)T

nT + k
m̃nW −

nT

nT + k
m̃n−1W +

k

nT + k
|m̃n−1f |

≤ (n+ 1)T

nT + k
m̃nW −

nT − k
nT + k

m̃n−1W

=
T + k

nT + k
m̃nW +

nT − k
nT + k

(
m̃nW − m̃n−1W

)
≤ 2

n
m̃nW +

∣∣m̃nW − m̃n−1W
∣∣. (6.87)

In particular, setting αn := n1−Reλ1/ logκ−1 n, we get∣∣∣∣∣∣αn(µnT+k−1f − νf
)
−

p∑
j=1

ni ImλjΛj

∣∣∣∣∣∣ ≤
∣∣∣∣∣∣αn (m̃n−1f − νf)−

p∑
j=1

ni ImλjΛj

∣∣∣∣∣∣
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+ αn
∣∣m̃nW − m̃n−1W

∣∣+
2αn
n

m̃nW. (6.88)

The first term on the right-hand side converges to 0 a.s. and in L2 as n→∞ according to
conclusion (3) of Theorem 2.13 for m; it is easy to see that we may replace m̃n by m̃n−1 in
(2.38) because αn/αn−1 → 1. Similarly, the third term in the right-hand side converges to
0 a.s. and in L2 according to Theorem 2.10(i) for m and the fact that αn = o(n); note that
E |m̃nW |2 = O(1) by taking the expectation in (2.23) combined with (6.75). It remains to
consider the second term in the right-hand side, for which we observe that

αn (m̃nW − m̃n−1W ) = αn (m̃nW − νW )−
p∑
j=1

ni ImλjΛj

−
(
αn (m̃n−1W − νW )−

p∑
j=1

ni ImλjΛj

)
, (6.89)

where both terms go to 0 a.s. and in L2 as n → +∞ according to conclusion (3) of
Theorem 2.13 for m. Consequently, the left-hand side of (6.88) converges to 0 a.s. and in
L2. Finally, αnT+k−1/αn → T 1−Reλ1 as n→∞ and 0 ≤ k < T , and it follows easily that∣∣∣∣∣∣αN(µNf − νf)−

p∑
j=1

N i ImλjT 1−λjΛj

∣∣∣∣∣∣→ 0 (6.90)

a.s. and in L2 as N →∞.

We conclude by proving Proposition 6.15(c). In order to do so, we note that
Lemma 6.16 applied to the transition probability kernel P of X, using (6.54), implies that
the corresponding operator P is quasi-compact on B(W ) with re(P) < r(P) = 1. Hence,
there exists ρ < 1 and a decomposition as in (6.70), and it follows that the spectrum
σ(P) has only finitely many points λ with |λ| > ρ, and these points all have |λ| ≤ 1. In
particular, 1 is isolated in σ(P) and thus

η := inf
{
|1− s| : s ∈ σ(P) \ {1}

}
> 0. (6.91)

We have R = 1
T

∑T−1
i=0 Pi, and thus the spectral mapping theorem [5, Theorem VII.4.10]

shows that the spectrum of R is given by

σ(R) =

{
1

T

T−1∑
i=0

si : s ∈ σ(P)

}
, (6.92)

and thus

σ(R) \ {1} =

{
1

T

T−1∑
i=0

si : s ∈ σ(P) \ {1}

}
. (6.93)

For every s ∈ σ(P) \ {1} we have |s| ≤ 1 and |1− s| ≥ η, and thus∣∣∣∣∣ 1

T

T−1∑
i=0

si

∣∣∣∣∣ =

∣∣∣∣ 1

T

1− sT

1− s

∣∣∣∣ ≤ 2

ηT
−−−−−→
T→+∞

0. (6.94)

In particular, if we choose T0 such that T0 > 4/η, then for every T ≥ T0, we have by (6.93)
and (6.94),

θ = sup
{

Reλ : λ ∈ σ(R) \ {1}
}
≤ sup

{
|λ| : λ ∈ σ(R) \ {1}

}
< 1/2, (6.95)

and thus case (1) applies in part (b).
This concludes the proof of Proposition 6.15. �
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Proof of Lemma 6.16. The proof relies on [15, Theorem XIV.3]. Fix q > 1 and set as

usual W := V 1/q. Jensen’s inequality and the assumption (6.58) entail that

RW ≤ (RV )
1/q ≤ (ϑV + C)

1/q ≤ ϑ1/qW + C
1/q. (6.96)

In particular, this shows that R acts as a bounded operator on B(W ); we regard in the
rest of the proof R as an operator on B(W ). By induction similar to (6.71), (6.96) also
implies that RnW ≤ CW for some constant C > 0 and all n ≥ 0. Thus ‖Rn‖B(W ) ≤ C
and by the spectral radius formula [5, Proposition VII.3.8], the spectral radius σ(R) of R
is at most 1. Since 1 ∈ B(W ) and we have R1 = 1, we deduce that 1 is an eigenvalue of
R. We can thus conclude that the spectral radius of R, as a bounded operator on B(W ),
equals 1.

To apply [15, Theorem XIV.3], we consider the Banach space (B(W ), ‖·‖B(W )), endowed
with the continuous norm ‖ · ‖B(V ). We check that

(i) R({f ∈ B(W ) : ‖f‖B(W ) ≤ 1}) is totally bounded in (B(W ), ‖ · ‖B(V ));
(ii) there exists a constant M > 0 such that, for all f ∈ B(W ), ‖Rf‖B(V ) ≤M‖f‖B(V );
(iii) for any ε > 0, there exists a constant Cε > 0 such that

‖Rf‖B(W ) ≤ (ϑ
1/q + ε)‖f‖B(W ) + Cε‖f‖B(V ). (6.97)

Once this is proved, the conclusion of Lemma 6.16 immediately follows from [15, Theo-
rem XIV.3].

We first prove (i). Recall that a set in a metric space is totally bounded if for every
ε > 0 there is a finite ε-net in it, i.e., a finite subset F such that every point in the set
has distance at most ε to F . (This is also called precompact, and in a complete metric
space it is equivalent to relatively compact. Thus (i) says that R is a compact operator
B(W )→ B(V ). See e.g. [7, I.6.14–15].) Let

U := {f ∈ B(W ) : ‖f‖B(W ) ≤ 1} = {f ∈ CE : |f(x)| ≤W (x), ∀x ∈ E} (6.98)

be the unit ball of B(W ). Since R is bounded on B(W ), R(U) ⊆ CU for some constant
C, and it suffices to show that U is totally bounded for the norm ‖ · ‖B(V ).

Let ε > 0. Fix M > 0, and let KM := {x ∈ E : V (x) ≤M}; recall that this set is finite.
Consider first the restrictions to KM . UM := {f |KM : f ∈ U} is a bounded set in the
finite-dimensional space CKM , and thus it is relatively compact. (In fact, it is compact.)
Hence, there exists a finite set {fi}Ni=1 ⊂ UM such that for every f ∈ U there exists an fi
with

max
x∈KM

|f(x)− fi(x)| < ε. (6.99)

Extend every fi to a function on E, still denoted fi, by fi(x) := 0 for x /∈ KM . If f ∈ U
and x /∈ KM , then for every i ∈ {1, . . . , N},

|f(x)− fi(x)|
V (x)

=
|f(x)|
V (x)

≤ W (x)

V (x)
= V (x)

1/q−1 ≤M 1/q−1. (6.100)

By choosing M large enough, this is less than ε. Hence, if fi is chosen to satisfy (6.99),
then |f(x)− fi(x)|/V (x) ≤ ε for every x ∈ E, and thus ‖f − fi‖B(V ) ≤ ε. Hence {fi}N1 is
a finite ε-net in U . Consequently, ((i)) holds.

The property (ii) is a consequence of (6.58), which indeed implies that, for all f ∈ B(W ),

‖Rf‖B(V ) = sup
x∈E

|Rf(x)|
V (x)

≤ sup
x∈E

‖f/V ‖∞RV (x)

V (x)
≤ ‖f‖B(V ) (ϑ+ C). (6.101)

We now prove (iii): Since infx/∈KM W (x) ≥ M → +∞ when M → +∞, we deduce
from (6.96) that, for any ε > 0, there exists M(ε) > 0 and a constant cε > 0 such that

RW ≤ (ϑ
1/q + ε)W + cε1KM(ε)

(x), ∀x ∈ E. (6.102)

Hence, for all x /∈ KM(ε),

|Rf(x)| ≤ ‖f/W‖∞RW (x) ≤ ‖f‖B(W ) (ϑ
1/q + ε)W (x). (6.103)
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But, according to (6.58), for all x ∈ KM(ε),

|Rf(x)| ≤ ‖f/V ‖∞RV (x) ≤ ‖f‖B(V ) (ϑ+ C)V (x)

≤ ‖f‖B(V ) (ϑ+ C) max
y∈KM(ε)

V (y)

W (y)
W (x). (6.104)

Setting Cε = (ϑ+C) maxy∈KM(ε)

V (y)
W (y) and using the two previous inequalities, we deduce

that, for all x ∈ E,

|Rf(x)|
W (x)

≤ (ϑ
1/q + ε)‖f‖B(W ) + Cε‖f‖B(V ), (6.105)

which concludes the proof of (iii) and hence of Lemma 6.16. �

Appendix A. Kernels and the definition of the mvpp

We use the notation introduced in Section 1.4.

A.1. Kernels. Recall that given two measurable spaces (S,S) and (T, T ), a kernel from
S to T is a map s 7→ βs from S to the set M+(T ) of positive measures on (T, T ) that is
measurable; in other words, s 7→ βs(B) is S-measurable for every fixed set B ∈ T . See
e.g. [22, pp. 20–21] or [23, Section 1.3] for a detailed discussion; we summarize a few facts
that we need.

A probability kernel is the special case when each βs is a probability measure on T .
A signed kernel is defined in the same way, with βs a signed measure on T .
If α ∈ P(S) and β is a probability kernel from S to T , then α⊗β denotes the probability

measure on S × T given by

α⊗ β(A) :=

∫
S

dα(s)

∫
T

1A(s, t) dβs(t). (A.1)

This means that if (X,Y ) is a random variable in S× T with the distribution α⊗ β, then
X has distribution α, and the conditional distribution of Y given X = x is βx (for a.e. x);
hence (A.1) formalizes the notion of choosing randomly first X with distribution α, and
then Y with distribution βX .

The construction (A.1) generalizes to the case where α is a probability kernel from a
third space U to S; then α⊗ β is a probability kernel from U to S × T .

A.2. The mvpp. The definition of the mvpp in Section 2 uses a family (R
(1)
x )x∈E of

random (signed) measures in MR(E). Only their distributions matter, so letting Rx :=

L(R
(1)
x ), the distribution of R

(1)
x , it is equivalent to start with a family R = (Rx, x ∈ E)

of probability distributions in MR(E), or equivalently a map R : E → P(MR(E)); we
may then define, for each x ∈ E, Rx as a random measure in MR(E) with distribution

Rx, and R
(n)
x as a sequence of independent copies of R

(1)
x .

Our basic assumption is thatR = (Rx, x ∈ E) is a probability kernel from E toMR(E),
which we call the replacement kernel. (We abuse notation and use the same name also for

the corresponding family (R
(1)
x )x of random measures.)

Remark A.1. The assumption that R is a probability kernel from E to MR(E) implies
that its expectation R defined in (2.5) is a signed kernel from E to E, provided that (2.4)
holds.

It is also easy to see that the assumption that R is a kernel implies that B̃x(f, g) in
(2.36) is a measurable function of x; hence also Bx(f) and Cx(f) in (2.30) are measurable.
�

Let us now try to formalize the definition of the mvpp, starting from a given replacement
kernel R and a given deterministic m0 ∈M>0(E). Our aim is to define random variables
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Yn ∈ E and R
(n)
Yn
∈ MR(E) for all n ≥ 1 satisfying the description in Section 2; then mn

is given by

mn := m0 +
n∑
i=1

R
(i)
Yi
. (A.2)

Equivalently, we want to construct the joint distribution of all (Yn, R
(n)
Yn

), n ≥ 1, as a
probability measure on (E×MR(E))∞. We will achieve this using the construction (A.1)
twice. However, we have (so far) only been able to do so assuming one of the following
assumptions (or both).

(i) R
(1)
x is always a positive measure, so there are no subtractions in the urn, or

(ii) E is a Borel space (see e.g. [22, Appendix A]).

The reasons for the technical assumption (ii) will be discussed below.

(i): Consider first the simple case when R
(1)
x always is a positive measure, i.e., R

(1)
x ∈

M+(E). In this case, there is no need to consider signed measures. Write X := E ×
M+(E). Let n ≥ 0 and assume that we have constructed the distribution µn of (Yi, R

(i)
Yi

)n1 ,

as a probability measure on X n. (This assumption is void for n = 0.) We write an element

of X n as (yi, ri)
n
1 ; then we can realize Yi and R

(i)
Yi

for i ≤ n as the coordinate functions

yi and ri on the probability space (X n, µn). By (A.2), mn then is given by the function
mn : X n →M>0(E) defined by

mn

(
(yi, ri)

n
1

)
:= m0 +

n∑
i=1

ri. (A.3)

Thus, the normalized measure m̃n is given by the function γn : X n → P(E) defined by

γn(ξn) := mn(ξn)/mn(ξn)(E). (A.4)

Nota that γn is a probability kernel from X n to E.
We want Yn+1 to be a random element of E such that, conditioned on the history up to

time n, Yn+1 has the distribution m̃n. In other words, conditioned on (Yi, R
(i)
Yi

)n1 = ξn ∈ X n,

Yn+1 has the conditional distribution γn(ξn). This means that(
(Yi, R

(i)
Yi

)n1 , Yn+1

)
∼ µn ⊗ γn, (A.5)

and we may take this as a formal definition of (the distribution of) Yn+1.
Next, the replacement kernel R is now assumed to be a probability kernel from E to

M+(E). We may (trivially) regard it as a kernel from X n × E by letting R(ξn,x) := Rx.

Hence, (A.1) defines the probability measure (µn⊗γn)⊗R on X n×E×M+(E) = X n+1.

We want R
(n+1)
Yn+1

to have the conditional distribution, given the previous history, RYn+1 ,

and thus

((Yi, R
(i)
Yi

)n1 , Yn+1, R
(n+1)
Yn+1

) ∼ µn ⊗ γn ⊗R. (A.6)

(Note that ⊗ is associative: (µn⊗γn)⊗R = µn⊗ (γn⊗R), so we may omit the brackets.)

We may take (A.6) as a formal definition of R
(n+1)
Yn+1

.

In other words, our formal construction is

µn+1 := µn ⊗ γn ⊗R ∈ P
(
X n+1

)
. (A.7)

This completes the inductive step, and starting from the trivial probability measure µ0 on
a one-point space, we obtain recursively a probability measure µn on X n for every n ≥ 1.
Finally, since µn are obtained recusively by composing with the probability kernels γn⊗R,
the Ionescu Tulcea theorem [22, Theorem 6.17] now shows the existence of a probability

space and infinite sequences Yn and R
(n)
Yn

with the desired distribution; this defines also mn

by (A.2). Equivalently, the Ionescu Tulcea theorem shows the existence of a probability
measure on X∞ with the desired projection µn to X n for each n. This completes the
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construction in the special case when R
(1)
x ∈ M+(E). It follows from the construction

that
(
mn, Yn, R

(n)
Yn

)
n≥1

is a Markov chain.

(ii): Consider now the general case, when R
(1)
x ∈ MR(E) is a signed measure, but

we assume that the urn is tenable. Assume now also that E is a Borel space. We may
now define X := E ×MR(E), and try to argue as above. The only problem is that γn
defined by (A.4) is not a probability kernel, since mn(ξn) is not a positive measure for all
ξn ∈ X n. (We will even have mn(ξn)(E) = 0 for some ξn, and then γn(ξn) is not even
defined.) We thus have to modify the definition of γn. Consider again some n ≥ 0 and
assume that we have constructed µn ∈ P(X n). Note that for a Borel space E,M>0(E) is a
measurable subset ofMR(E), as may easily be verified. Let Υn := m−1

n (M>0(E)), where
mn : X n → MR(E) is the function defined in (A.3); thus Υn is a measurable subset of
X n. We assume that the urn is tenable, which means that mn a.s. satisfies mn ∈M>0(E).
In other words, mn(ξ) ∈M>0(E) for µn-a.e. ξ; equivalently, µn(Υn) = 1.

We may now modify (A.4) and define a probability kernel γn from X n to E by

γn(ξn) :=

{
m̃n(ξn) := mn(ξn)/mn(ξn)(E), if ξn ∈ Υn,

ν, if ξn ∈ X n \Υn,
(A.8)

where ν is an arbitrary, fixed probability measure on E. Then the construction proceeds
as above. (The choice of ν does not affect µn+1, since µn(Υ) = 1.) This completes the
construction in case (ii), when E is a Borel space.

What happens when E is not a Borel space? In some cases it might be possible to
modify the construction above; for example if (for each n ≥ 1) there exists a measurable
subset Υn of m−1

n (M>0(E)) such that µn(Υn) = 1. However, we will see in Example A.2
that in general no such Υn exists. In general, unless (i) ar (ii) above holds, we have to
assume that the process mn is defined by some external construction. (See Example A.2
for an example where a construction is trivial.)

Example A.2. Let E := {0, 1}A for some uncountable set A. Let Z be a random element
of E, with some distribution νZ ∈ P(E), and let

Rx := −δx + 2δZ , x ∈ E; (A.9)

also, let m0 := δx0 for some x0 ∈ E. This describes an urn with balls (corresponding to
point masses) labelled by elements of E; we start with a single ball x0, and in each step
we remove one randomly chosen ball, and add two new balls with label Zn, where (Zn)∞1
are i.i.d. This process is obviously well defined and tenable. Nevertheless, we will see
that there is no measurable set Υ1 such that the construction (A.8) works for n = 1. (In
particular,M+(E) is not a measurable subset ofMR(E).) Note that necessarily Y1 = x0,

and thus R
(1)
Y1

= −δx0 + 2δZ1 . Hence, the distribution µ1 of (Y1, R
(1)
Y1

) is the product

measure δx0 ×L(R
(1)
Y1

). Suppose that Υ1 ⊆ X = E ×MR(E) is measurable and such that

µ1(Υ1) = 1 and m1(y, r) = m0 + r ∈ M>0(E) for every (y, r) ∈ Υ1. We will show that
this leads to a contradiction.

Let Λ ⊆ MR(E) be a non-empty measurable set. Recall that the σ-field on MR(E) is
generated by the mappings µ 7→ µ(B) for B ∈ E , where E is the σ-field on E. It is well
known that this implies that there exists a countable family (Bi) ⊂ E such that Λ belongs
to the σ-field generated by the mappings µ 7→ µ(Bi), i ∈ N. (Because the union of these
σ-field over all countable families (Bi) is a σ-field.)

Similarly, since the product σ-field E is generated by the coordinate maps (xa)a∈A 7→ xa
for a ∈ A, for each B ∈ E there is a countable subset AB ⊂ A and a (measurable) set

B̃ ⊆ {0, 1}AB such that

B = B̃i × {0, 1}A\AB . (A.10)
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Fix a coordinate a′ ∈ A \
⋃
iABi . Define, for j ∈ {0, 1}, the elements zj = (zja) ∈ E by

zja :=

{
j, a = a′,

0, a 6= a′.
(A.11)

Take a signed measure λ ∈ Λ, and for N ≥ 0, let λN := λ+N(δz0 − δz1). For each Bi,
we have a′ /∈ ABi , and thus, by (A.10), z0 ∈ Bi ⇐⇒ z1 ∈ Bi. Consequently, for every
N ≥ 0,

λN (Bi) = λ(Bi) +N
(
1{z0 ∈ ABi} − 1{z1 ∈ ABi}

)
= λ(Bi) (A.12)

for every Bi. Since Λ is in the σ-field generated by the maps µ 7→ µ(Bi), and λ ∈ Λ, it
follows that λN ∈ Λ. On the other hand, if B := {(xa) ∈ E : xa′ = 1}, then B ∈ E and
λN (B) = λ(B)−N ; hence, if N is large enough, λN (B) < 1 and thus λN +m0 /∈M>0(E).

We have shown that there is no nonempty measurable set Λ ⊆MR(E) such that

λ ∈ Λ =⇒ λ+ m0 ∈M>0(E). (A.13)

However, if Υ1 is as above, then the section Λ := {r ∈ Υ1 : (x0, r) ∈ Υ1} is measurable,

satisfies (A.13), and also P(R
(1)
Y1
∈ Λ) = 1, a contradiction.

Note that the proof shows that M>0(E) is not a measurable subset of MR(E), and,
moreover, that it does not contain any non-empty measurable subset. (The same holds
for M+(E).) �

Appendix B. Some functional analysis

In this appendix we state some general results on spectra of operators in Banach spaces;
these are used in our examples in Section 6. The results are simple and have presumably
been known for a long time, but since we have not found references to the results in the
form that we need, we give full proofs for completeness.

Recall that if T is a bounded operator on X , and T ∗ is its adjoint acting on the dual
space X ∗, then [5, Proposition VII.6.1]

σ(T ∗) = σ(T ). (B.1)

Our first lemma deals with the situation when we instead consider T ∗ as acting on a
subspace of X ∗.

Definition B.1. If K is a compact subset of C, define K̂ as the union of K and all
bounded connected components of C \K; in other words, its complement C \K̂ is the
unbounded component of C \K. (K̂ is known as the polynomially convex hull of K, see
[5, Definition VII.5.2 and Proposition VII.5.3].) In particular, if T is a bounded operator
on a Banach space and ρ∞(T ) denotes the unbounded component of the resolvent set
ρ(T ) = C \ σ(T ), then

σ(T )̂ := C \ ρ∞(T ). (B.2)

We let 〈x∗, x〉 denote the pairing of elements x∗ ∈ X ∗ and x ∈ X , for any Banach
space X .

Lemma B.2. Let T be a bounded operator on a complex Banach space X , and suppose
that Y ⊆ X ∗ is a closed subspace of the dual space X ∗ such that the adjoint operator T ∗

maps Y into itself.

(i) Then

σ
(
T ∗|Y

)
⊆ σ(T )̂. (B.3)

(ii) Suppose further that Y is norm-determining, i.e., that if x ∈ X , then

‖x‖ = sup{〈x∗, x〉 : x∗ ∈ Y, ‖x∗‖ = 1}. (B.4)

Then also

σ(T ) ⊆ σ
(
T ∗|Y

)̂ (B.5)
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and thus

σ
(
T ∗|Y

)̂ = σ(T )̂. (B.6)

Proof. (i): As said above, the spectrum σ(T ∗) of T ∗ as an operator on X ∗ equals σ(T ),
and the resolvent is simply given by (z − T ∗)−1 = ((z − T )−1)∗, z ∈ ρ(T ) = C \ σ(T ).

We first show that this resolvent maps Y into itself, at least when z /∈ σ(T )̂. To do so,
we take y ∈ Y and let x∗∗ ∈ X ∗∗ be such that x∗∗ ⊥ Y, i.e., 〈x∗∗, y′〉 = 0 for every y′ ∈ Y.
Consider the function

g(z) := 〈x∗∗, (z − T ∗)−1y〉, z ∈ ρ(T ) = ρ(T ∗). (B.7)

The function g is analytic on ρ(T ), see [5, Theorem VII.3.6]. Furthermore, if |z| > ‖T‖,
then (z−T ∗)−1 =

∑∞
k=0 z

−k−1(T ∗)k with an absolutely convergent sum, and thus, because
T ∗(Y) ⊆ Y,

(z − T ∗)−1y =

∞∑
k=0

z−k−1(T ∗)ky ∈ Y. (B.8)

Consequently, (B.7) and (B.8) imply that if |z| > ‖T‖, then g(z) = 0. By analytic
continuation, g(z) = 0 in the unbounded connected component ρ∞(T ) of ρ(T ).

This holds for any x∗∗ ⊥ Y, and thus, by definition of g in (B.7), it follows that
(z−T ∗)−1y ∈ Y for all z ∈ ρ∞(T ). In other words, for all z ∈ ρ∞(T ), we have (z−T ∗)−1 :
Y → Y, which means that it is the inverse of the restriction (z − T ∗)|Y . Hence, for all
z ∈ ρ∞(T ), z belongs to the resolvent set ρ(T ∗|Y); in other words, ρ∞(T ) ⊆ ρ(T ∗|Y), and
thus (B.3) holds by (B.2).

(ii): The canonical embedding X → X ∗∗ induces a linear map X → Y∗, which is an
isometric embedding by the assumption (B.4). Hence, we may regard X as a subspace of
Y∗. We may thus apply part (i) with X and Y, and also T and T ∗, interchanged. This
yields (B.5), and (B.6) then easily follows from (B.3) and (B.5). �

Corollary B.3. Let T be a bounded operator on a complex Banach space X , and suppose
that Y ⊆ X ∗ is a closed subspace of the dual space X ∗ such that the adjoint operator T ∗

maps Y into itself. Suppose further that Y is norm-determining. Then

(i) T is an slqc operator on X if and only if T ∗ is an slqc operator on Y.
(ii) T is a small operator on X if and only if T ∗ is a small operator on Y.

Proof. (i): Suppose that T is an slqc operator. Let θ := sup Re
(
σ(T ) \ {1}

)
and note that

θ < 1 as in Lemma 2.9(i). We then have

U :=
{
λ : Reλ > θ

}
\ {1} ⊂ ρ(T ), (B.9)

which implies, since the set U is connected and unbounded,{
λ : Reλ > θ

}
\ {1} ⊂ ρ∞(T ), (B.10)

and thus

σ(T )̂⊂ {λ : Reλ ≤ θ
}
∪ {1}. (B.11)

Hence Lemma B.2 yields

σ(T ∗|Y)̂= σ(T )̂⊂ {λ : Reλ ≤ θ} ∪ {1}, (B.12)

which implies (QC2) for T ∗|Y , and also that 1 is isolated in σ(T ∗|Y) if 1 belongs to this
spectrum at all. It remains to show only that 1 is an eigenvalue of T ∗|Y and that the
corresponding spectral projection Π1(T ∗|Y) has rank 1.

We can regard T ∗ as an operator on X ∗ or on its subspace Y. In both cases we have,
see [5, Equation VII.6.9],

Π1(T ∗) =
1

2πi

∮
Γ
(z − T ∗)−1 dz (B.13)
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where we choose Γ to be a small circle around 1 inside ρ∞(T ), cf. (B.10). By the proof
of Lemma B.2, if z ∈ Γ, then (z − T ∗)−1 maps Y into itself, and its restriction to Y is
(z−T ∗|Y)−1. Hence, (B.13) shows that Π1(T ∗) maps Y into itself, and that its restriction
to Y is Π1(T ∗|Y).

Moreover, (z − T ∗)−1 =
(
(z − T )−1

)∗
for z ∈ Γ, and thus by (B.13) and the same

formula for T , we have Π1(T ∗) = Π1(T )∗. By Assumption (QC1), Π1(T ) has rank 1, and
is thus given by

Π1(T )x = 〈x∗0, x〉x0 (B.14)

for some non-zero x0 ∈ X and x∗0 ∈ X ∗ with 〈x∗0, x0〉 = 1. It follows that, for any x∗ ∈ X ∗,

Π1(T ∗)(x∗) = Π1(T )∗(x∗) = 〈x∗, x0〉x∗0. (B.15)

Since Y is norm-determining, there exists y ∈ Y such that 〈y, x0〉 6= 0. Since Π1(T ∗) :
Y → Y, we have Π1(T ∗)(y) ∈ Y, and (B.15) then shows that x∗0 ∈ Y.

We have shown that Π1(T ∗|Y) is the rank 1 operator defined by (B.15) restricted to
x∗ ∈ Y. In particular, x∗0 ∈ Y is an eigenvector with T ∗x∗0 = x∗0. Hence, (QC1) in
Definition 2.6 holds for T ∗|Y , which concludes the proof that T ∗|Y is slqc if T is.

The converse follows, as in the proof of Lemma B.2(ii), by interchanging the roles of X
and Y, noting that X always is norm-determining as a subspace of Y∗.

(ii): Now suppose that T is small. This means that in the proof of (i), we have θ < 1/2.
Hence, (B.12) shows that T ∗ is small. The converse follows as above. �

In the following lemma, we compare the spectra of the “same” operator in two different
spaces. When necessary, we use subscripts such as TX to denote the space where we
consider the operator.

Lemma B.4. Let X and Y be two complex Banach spaces and suppose that Y ⊆ X with a
continuous, but not necessarily isometric, inclusion. Suppose that T is a bounded operator
on X such that T (X ) ⊆ Y.

(i) Then

σ(TX ) =

{
σ(TY), Y = X ,
σ(TY) ∪ {0}, Y ( X .

(B.16)

(We do not make any claims on whether 0 ∈ σ(TY) or not.)
(ii) If λ 6= 0 is an isolated point in σ(TX ), then Πλ(TY) equals the restriction of Πλ(TX )

to Y. (Thus we can use the notation Πλ for both without confusion.) Moreover,
ΠλX = ΠλY ⊆ Y.

(iii) TX is slqc if and only if TY is slqc. TX is small if and only if TY is small.

Proof. (i): Note first that by the closed graph theorem, T : X → Y is a bounded operator.
Hence, the restriction TY to Y is a bounded operator on Y, and the spectra σ(TX ) and
σ(TY) are both defined.

If Y = X , then the norms on X and Y are equivalent, again by the closed graph theorem,
and thus σ(TX ) = σ(TY).

Assume in the sequel that Y 6= X . In particular, since T (X ) ⊆ Y, T is not onto X , and
thus TX is not invertible; hence 0 ∈ σ(TX ).

Suppose that λ ∈ ρ(TX ). This means that the resolvent Rλ := (λ − T )−1 exists as a
bounded operator on X . We have

I = (λ− T )Rλ = λRλ − TRλ. (B.17)

Hence, if y ∈ Y, then, using again T (X ) ⊆ Y,

λRλy = y + TRλy ∈ Y. (B.18)

Since 0 /∈ ρ(TX ), as remarked above, we have λ 6= 0. Hence (B.18) implies Rλy ∈ Y, and
thus Rλ : Y → Y. It follows immediately that the restriction of Rλ to Y is an inverse to
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λ− TY , and thus λ ∈ ρ(TY). We have shown that

ρ(TX ) ⊆ ρ(TY) \ {0}. (B.19)

Conversely, suppose that λ ∈ ρ(TY), and let R′λ := (λ − TY)−1 : Y → Y denote the
corresponding resolvent. Since T : X → Y, we may define the operator Q := I + R′λT on
X . For any x ∈ X , we then have, since Tx ∈ Y,

(λ− T )Qx = (λ− T )x+ (λ− T )R′λTx = λx− Tx+ Tx = λx (B.20)

and

Q(λ− T )x = (λ− T )x+R′λT (λ− T )x = (λ− T )x+R′λ(λ− T )Tx = λx− Tx+ Tx

= λx. (B.21)

Hence, if also λ 6= 0, then λ−1Q is an inverse of λ − T on X , and thus λ ∈ ρ(TX ).
Consequently, ρ(TY) \ {0} ⊆ ρ(X ). Thus equality holds in (B.19), and thus (B.16) holds.

(ii): Let Γ be a sufficiently small circle around λ, such that Γ and its interior are disjoint
from σ(TX ) \ {λ}. Then the spectral projections Πλ(TX ) and Πλ(TY) are both obtained
by integrating the respective resolvents along Γ, as in (B.13). If λ′ ∈ Γ, then, as shown in
the proof of (i), (λ′ − TY)−1 is the restriction of (λ′ − TX )−1 to Y; hence it follows that
Πλ(TY) is the restriction of the projection Πλ(TX ) to Y. Consequently,

ΠλY = (ΠλX ) ∩ Y. (B.22)

Moreover, T maps ΠλX into itself, and the restriction of T to ΠλX is invertible (since its
spectrum is {λ}, and λ 6= 0), and thus onto. Since T : X → Y, it follows that ΠλX ⊆ Y.
Combined with (B.22), this yields ΠλX = ΠλY as asserted.

(iii): An immediate consequence of (i) and (ii). �

Lemma B.5. Let N be a closed subspace of a complex Banach space X , and let Z :=
X/N . Suppose that T is a bounded operator on X such that Tn = 0 for every n ∈ N .
Then T can also be regarded as an operator on Z, and the following holds.

(i) If N 6= {0}, then σ(TX ) = σ(TZ)∪{0}. (If N = {0}, then trivially σ(TX ) = σ(TZ).)
(ii) If λ 6= 0 is an isolated point in σ(TX ), then ΠλN = {0}, and thus Πλ(TX ) induces an

operator on Z = X/N ; this induced operator equals Πλ(TZ). Moreover, the quotient
map X → Z is a bijection Πλ(TX )X → Πλ(TZ)Z.

(iii) TX is slqc if and only if TZ is slqc. TX is small if and only if TZ is small.

Proof. That T can be regarded as an operator on the quotient space Z is well known.
Moreover, Z∗ is identified with the closed subspace {x∗ ∈ X∗ : x∗(N ) = 0} of X ∗.

If x∗ ∈ X∗ and n ∈ N , then 〈T ∗x∗, n〉 = 〈x∗, Tn〉 = 0; thus T ∗x∗ ∈ Z∗ for every
x∗ ∈ X ∗. Hence, we can apply Lemma B.4 to T ∗ on the spaces X ∗ and Z∗ ⊆ X ∗.

(i): IfN 6= {0}, then (B.16) yields σ(T ∗X ∗) = σ(T ∗Z∗)∪{0}, and thus σ(TX ) = σ(TZ)∪{0}
by (B.1).

(ii): By (B.1), λ is an isolated point of σ(T ∗X∗). Recall also that (by the argument in the
proof of Corollary B.3) Πλ(T )∗ = Πλ(T ∗), for any of the spaces X and Z. Lemma B.4(ii)
thus shows that Πλ(TX )∗ : X ∗ → Z∗. Hence, if n ∈ N , then for any x∗ ∈ X ∗ we have
〈x∗,Πλn〉 = 〈Π∗λx∗, n〉 = 0, and thus Πλn = 0. Hence ΠλN = {0} as claimed.

Moreover, if π : X → Z is the quotient mapping, then π∗ : Z∗ → X ∗ is the inclusion
mapping, and Lemma B.4(ii) shows also that Πλ(TX )∗π∗ = π∗Πλ(TZ)∗. Hence, by taking
adjoints,

πΠλ(TX ) = Πλ(TZ)π, (B.23)

which shows that Πλ(TX ) induces Πλ(TZ) on Z. Furthermore, (B.23) also implies

πΠλ(TX )X = Πλ(TZ)πX = Πλ(TZ)Z, (B.24)

and thus π maps Πλ(TX )X onto Πλ(TZ)Z. Moreover, π is injective on Πλ(TX )X , since
πx = 0 for some x ∈ Πλ(TX )X means that x ∈ N , and thus x = Πλ(TX )x = 0 as shown
above.
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(iii): An immediate consequence of (i) and (ii). �

We end this appendix with a standard definition.

Definition B.6. Let T be a bounded operator in a complex Banach space B. Let r(T )
denote the spectral radius of T . Furthermore, consider all decompositions B = F ⊕H as
a direct sum of two closed T -invariant subspaces such that dim(F ) < ∞, and define the
essential spectral radius of T by

re(T ) := inf
{
r(T |H) : B = F ⊕H as above

}
. (B.25)

Remark B.7. It is easily seen that the definition (B.25) is equivalent to [15, Defini-
tion XIV.1]. There are several other, equivalent, definitions; for example, re(T ) equals the
spectral radius of T in the Banach algebra B(B)/K(B), where B(B) is the Banach algebra
of bounded linear operators and K(B) is the ideal of compact operators. For this, and the
relation to the essential spectrum (which has several, non-equivalent, versions), see e.g. [8,
§1.4] and [24, p. 243]. �

Remark B.8. Taking F = {0} and H = B in (B.25) shows that re(T ) ≤ r(T ) for every
T . An operator T is quasi-compact if re(T ) < r(T ). (See [15, Definition II.1] for another,
equivalent, definition.) �

Appendix C. A technical lemma

We state an elementary lemma that is used in the proof of Theorem 2.13.

Lemma C.1. Let α ∈ R and k ≥ 0. Then, as n→∞,

n∑
j=1

j−1−iα logk(n/j) =

(1 + o(1))
logk+1 n

k + 1
if α = 0,

O(logk n) if α 6= 0.
(C.1)

Proof. We first approximate the sum by an integral. Let gn(x) := x−1−iα logk(n/x), x ≥ 1.
Then, assuming in the sequel n ≥ 2,

g′n(x) = (−1− iα)x−2−iα logk(n/x)− kx−2−iα logk−1(n/x) = O
(
(logk n)x−2

)
, x ≥ 1.

(C.2)

Hence, for j ≥ 1,

gn(j)−
∫ j+1

j
gn(x) dx =

∫ j+1

j

(
gn(j)− gn(x)

)
dx = O

(
(logk n)j−2

)
. (C.3)

Consequently, with the change of variables x = n/y,

n∑
j=1

j−1−iα logk(n/j) =
n∑
j=1

gn(j) = gn(n) +
n−1∑
j=1

(∫ j+1

j
gn(x) dx+O

(
(logk n)j−2

))
=

∫ n

1
gn(x) dx+O

(
logk n

)
=

∫ n

1

logk(n/x)

x1+iα
dx+O

(
logk n

)
= n−iα

∫ n

1

logk y

y1−iα
dy +O

(
logk n

)
. (C.4)

It thus suffices to consider the final integral in (C.4).
If α = 0, then∫ n

1

logk y

y1−iα
dy =

∫ n

1

logk y

y
dy =

[
logk+1 y

k + 1

]n
1

=
logk+1 n

k + 1
, (C.5)

and thus (C.1) follows in this case.
If α 6= 0, we use integration by parts and get∫ n

1
logk(y)yiα−1 dy =

[
logk(y)

yiα

iα

]n
1
− k

iα

∫ n

1
logk−1(y)yiα−1 dy
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= O
(
logk(n)

)
+

∫ n

1
O
(
logk−1(n)

)dy

y
= O

(
logk(n)

)
. (C.6)

Hence, (C.1) follows from (C.4) in this case too. �

Remark C.2. It is possible to show that for α 6= 0, the sum in (C.1) is asymptotic to

ζ(1 + iα) logk n. Moreover, for any α, an asymptotic expansion with an arbitrary number
of terms may be obtain by singularity analysis as in similar examples in [10, Section 3.1].
�
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