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#### Abstract

Recently, Seungki Kim [Kim24] proved an extension of Rogers' mean value formula [Rog55] to the adeles of an arbitrary number field. In this paper we give a new proof Kim's formula, and give a criterion ensuring convergence in this formula. We also discuss one application, namely diophantine approximation over imaginary quadratic number fields with congruence conditions, where we prove an analogue of a famous counting result of W. M. Schimdt.
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## 1. Introduction

A fundamental integration formula due to Siegel [Sie45] states that for any measurable function $f: \mathbb{R}^{d} \rightarrow \mathbb{R}_{\geq 0}(d \geq 2)$,

$$
\begin{equation*}
\int_{\mathcal{Y}_{d}} \sum_{\boldsymbol{v} \in L \backslash\{0\}} f(\boldsymbol{v}) \mathrm{d} \mu(L)=\int_{\mathbb{R}^{d}} f(\boldsymbol{x}) \mathrm{d} \boldsymbol{x} \tag{1.1}
\end{equation*}
$$

Here $\mathcal{Y}_{d}$ is the space of lattices in $\mathbb{R}^{d}$ of covolume one, equipped with its invariant probability measure $\mu$, and $\mathrm{d} \boldsymbol{x}$ denotes Lebesgue measure on $\mathbb{R}^{d}$. The integrand in the left hand side of (1.1), i.e., the function on $\mathcal{Y}_{d}$ mapping $L$ to $\sum_{\boldsymbol{v} \in L \backslash\{0\}} f(\boldsymbol{v})$, is often called the Siegel transform of $f$.

Rogers [Rog55] ${ }^{1}$ proved a generalization of (1.1) which for any $1 \leq k<d$ gives an explicit formula for the average of a $k$-fold sum over $L$, that is, a formula for

$$
\begin{equation*}
\int_{\mathcal{Y}_{d}} \sum_{\boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{k} \in L \backslash\{\mathbf{0}\}} f\left(\boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{k}\right) d \mu(L), \tag{1.2}
\end{equation*}
$$

for any $f:\left(\mathbb{R}^{d}\right)^{k} \rightarrow \mathbb{R}_{\geq 0}$. (The formula in $[\operatorname{Rog} 55]$ has $\sum_{\boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{k} \in L}$ instead of $\sum_{\boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{k} \in L \backslash\{\mathbf{0}\}}$ inside the integral; however it is easy to translate between the two.) For comparison with formulas appearing below, recall that $\mathcal{Y}_{d}$ can be identified with the homogeneous space

[^0]$\mathbf{S L}_{d}(\mathbb{R}) / \mathbf{S L}_{d}(\mathbb{Z})$ through the map $g \mathbf{S L}_{d}(\mathbb{Z}) \mapsto g \mathbb{Z}^{d}$. In this way, identifying also $\left(\mathbb{R}^{d}\right)^{k}$ with the space of real $d \times k$ matrices, $\mathbf{M}_{d, k}(\mathbb{R})$, the integral in (1.2) can be written:
\[

$$
\begin{equation*}
\int_{\mathcal{Y}_{d}} \sum_{\substack{X \in \mathbf{M}_{d, k}(\mathbb{Z}) \\ \text { columns nonzero }}} f(g X) d \mu(g) . \tag{1.3}
\end{equation*}
$$

\]

The integration formulas by Siegel and Rogers have found a number of applications over the years, to lattice problems and the geometry of numbers, and to problems in Diophantine approximation; see, e.g., [Rog56], [Sch58a], [SS06], [Söd11], [AM09], [BG19], [SS19]. In recent years, many variants of Rogers' formula have been developed, with several new applications; see, e.g., [KY19], [GKY20], [Han22], [AGH23], [AGY21], [SS22], [Kim24], [Hug23], [GSV23], [Gar23].

In particular, in [Kim24], Seungki Kim proved an extension of Rogers' integration formula to the adeles of an arbitrary number field. One of our main purposes is to present an alternative proof of Kim's formula. We start by recalling its statement.
1.1. Adelic Rogers' formula. Let $F$ be a number field, let $\mathbb{A}_{F}$ be the adele ring of $F$, and set

$$
G_{d}=\left\{g \in \mathbf{G L}_{d}\left(\mathbb{A}_{F}\right):\|\operatorname{det} g\|_{\mathbb{A}_{F}}=1\right\} .
$$

Then $\mathbf{G L}_{d}(F)$ is a lattice in $G_{d}$. We let $\mathcal{X}_{d}$ be the homogeneous space $G_{d} / \mathbf{G L}_{d}(F)$, and let $\mu_{d}^{1}$ be the (left and right) Haar measure on $G_{d}$ normalized so that $\mu_{d}^{1}\left(\mathcal{X}_{d}\right)=1$. Denote by $\alpha_{F}$ the Tamagawa measure on $\mathbb{A}_{F}$, i.e., the Haar measure on $\left\langle\mathbb{A}_{F},+\right\rangle$ normalized so that $\alpha_{F}\left(\mathbb{A}_{F} / F\right)=1$. For any positive integers $d, k$, let $\mathbf{M}_{d, k}\left(\mathbb{A}_{F}\right)$ be the group of $d \times k$ matrices with entries in $\mathbb{A}_{F}$, and let $\alpha_{F}^{d k}$ be the Haar measure on $\mathbf{M}_{d, k}\left(\mathbb{A}_{F}\right)$ which is the $d k$-fold product measure of $\alpha_{F}$.

The following is a restatement of Kim's [Kim24, Theorem 1.2], with the addition of a statement about the convergence of the integrals involved.
Theorem 1.1. Let $1 \leq k<d$, and let $f: \mathbf{M}_{d, k}\left(\mathbb{A}_{F}\right) \rightarrow \mathbb{R}_{\geq 0}$ be a Borel measurable function. Then

$$
\begin{equation*}
\int_{\mathcal{X}_{d}} \sum_{\substack{X \in \mathbf{M}_{d, k}(F) \\ \text { columns nonzero }}} f(g X) \mathrm{d} \mu_{d}^{1}(g)=\int_{\mathbf{M}_{d, k}\left(\mathbb{A}_{F}\right)} f(X) \mathrm{d} \alpha_{F}^{d k}(X)+\sum_{m=1}^{k-1} \sum_{D} \int_{\mathbf{M}_{d, m}\left(\mathbb{A}_{F}\right)} f(X D) \mathrm{d} \alpha_{F}^{d m}(X), \tag{1.4}
\end{equation*}
$$

where the sum over $D$ is over all $m \times k$ row-reduced echelon forms over $F$ of rank $m$ with no zero columns. The relation in (1.4) is an equality of numbers in $\mathbb{R}_{\geq 0} \cup\{+\infty\}$, i.e., either both sides are finite and equal or else both are $+\infty$. Furthermore, if $f$ is bounded and has compact support, then both sides in (1.4) are finite.
Remark 1.2. We have corrected the statement of [Kim24, Theorem 1.2] by requiring $D$ in (1.4) to have no zero columns. (See Remark 2.4 below.)

Remark 1.3. As an immediate consequence of Theorem 1.1, for any $k, d, f$ as in that theorem we also have

$$
\begin{equation*}
\int_{\mathcal{X}_{d}} \sum_{\substack{X \in \mathbf{M}_{d, k}(F) \\ \text { colums indep }}} f(g X) \mathrm{d} \mu_{d}^{1}(g)=\int_{\mathbf{M}_{d, k}\left(\mathbb{A}_{F}\right)} f(X) \mathrm{d} \alpha_{F}^{d k}(X), \tag{1.5}
\end{equation*}
$$

where the sum over $X$ is over all $X \in \mathbf{M}_{d, k}(F)$ whose columns are linearly independent over $F$. In Kim's paper, (1.5) was stated in the first part of [Kim24, Theorem 1.2]. To prove (1.5), for given $f$ we define $f_{1}: \mathbf{M}_{d, k}\left(\mathbb{A}_{F}\right) \rightarrow \mathbb{R}_{\geq 0}$ through $f_{1}(X)=f(X)$ if the columns of $X$ are linearly independent over $F$, otherwise $f_{1}(X)=0$. Then (1.4) applied to $f_{1}$ gives the relation in (1.5).

Remark 1.4. From the convergence statement in the last part of Theorem 1.1 it follows that for bounded functions $f$ of compact support, we may remove the assumption that $f$ is nonnegative, i.e., the formula (1.4) holds for any complex-valued Borel measurable function $f$ on $\mathbf{M}_{d, k}\left(\mathbb{A}_{F}\right)$ which is bounded and of compact support, with both sides of (1.4) being nicely absolutely convergent.

Remark 1.5. For the original formula by Rogers, [Rog55, Theorem 4], the analogue of the convergence statement in the last part of Theorem 1.1 was proved by W. M. Schmidt [Sch58c]. Also for the (non-adelic) analogue of Rogers' formula over an arbitrary number field, which was obtained recently by Nathan Hughes [Hug23], the analogous convergence statement has been proved, in Gargava-Serban-Viazovska [GSV23, Cor. 11]. A crucial ingredient, both in our proof of convergence and in that of [GSV23, Cor. 11], is an estimate due to W. M. Schmidt, [Sch67, Theorem 3], on the number of linear subspaces of $F^{k}$ of bounded height.
1.2. Diophantine approximation on $\mathbb{C}$ with congruence conditions. Diophantine approximation on $\mathbb{C}$ has been of interest at least since the late 1800's in the works of Hurwitz [Hur87] (who discusses continued fractions of complex numbers with Gaussian and Eisenstein integers) and in the works of Ford [For18, For25]. Over the years, diophantine approximation on $\mathbb{C}$ via continued fractions of Gaussian integers was discussed by, among others, W. J. LeVeque [LeV52] and A. L. Schmidt [Sch75]. In recent years, diophantine approximation over number fields (which includes the above) and related topics were studied by Quême [Quê91], Ly [Ly16] and Kleinbock-Ly [KL16], Kleinbock-Shi-Tomanov [KST17] and AlamGhosh [AG20] among others. Before discussing known results for motivation we introduce the problem that we consider in the present paper.

We treat the problem of diophantine approximation on $\mathbb{C}$ with congruence conditions. More precisely, we consider imaginary quadratic number fields $F:=\mathbb{Q}(\sqrt{-D})$, for a squarefree positive integer $D$, and use its ring of integers, denoted by $\mathcal{O}_{F}=\mathcal{O}$, for diophantine approximation on $\mathbb{C}$. Note that $\mathbb{C}$ is the completion of $F$ under the (archimedean) valuation defined on $F$. For $\vartheta \in \mathbf{M}_{m \times n}(\mathbb{C})$, a decreasing function $\psi:[1, \infty) \rightarrow(0, \infty)$ and with $(\boldsymbol{p}, \boldsymbol{q}) \in \mathcal{O}^{m} \times \mathcal{O}^{n}$, consider

$$
\begin{equation*}
\|\vartheta \boldsymbol{q}+\boldsymbol{p}\|_{\infty}^{m} \leq \psi\left(\|\boldsymbol{q}\|_{\infty}^{n}\right) \tag{1.6}
\end{equation*}
$$

Recall that $\|\cdot\|_{\infty}$ denotes the absolute value in $\mathbb{C}$, i.e., the square of the usual distance function on $\mathbb{C}$, and by abuse of notation, let it also denote the 'sup norm' on $\mathbb{C}^{k}$, for any $k>0$, i.e., $\|\boldsymbol{x}\|_{\infty}:=\sup _{i}\left\|x_{i}\right\|_{\infty}$ for $\boldsymbol{x} \in \mathbb{C}^{k}$. Finding a criterion in terms of $\psi$ that ensures infinitely many solutions $(\boldsymbol{p}, \boldsymbol{q})$ to (1.6) for almost every $\vartheta \in \mathbf{M}_{m \times n}(\mathbb{C})$ is one of the fundamental problems in diophantine approximation. The following result is known in this direction:

Theorem ([LeV52, Sul82, Ly16]). (a) If $\int_{1}^{\infty} \psi(t) \mathrm{d} t<\infty$, then for (Lebesgue) almost every $\vartheta \in \mathbf{M}_{m \times n}(\mathbb{C})$, (1.6) has at most finitely many solutions.
(b) If $\int_{1}^{\infty} \psi(t) \mathrm{d} t=\infty$, then for almost every $\vartheta \in \mathbf{M}_{m \times n}(\mathbb{C})$, (1.6) has infinitely many solutions.

Our main result is towards a quantitative generalization of the above theorem with additional congruence conditions. For $T>1$, a fixed $\boldsymbol{v} \in \mathcal{O}^{m} \times \mathcal{O}^{n}=\mathcal{O}^{d}$ and an ideal $\mathfrak{I}$ of $\mathcal{O}$, let us denote by $\mathcal{N}(\vartheta, T, \boldsymbol{v}, \mathfrak{I})$ the number of solutions $(\boldsymbol{p}, \boldsymbol{q}) \in \mathcal{O}^{m} \times \mathcal{O}^{n}$ to

$$
\begin{gather*}
\|\vartheta \boldsymbol{q}+\boldsymbol{p}\|_{\infty}^{m} \leq \psi\left(\|\boldsymbol{q}\|_{\infty}^{n}\right) \\
1 \leq\|\boldsymbol{q}\|_{\infty}^{n}<T  \tag{1.7}\\
(\boldsymbol{p}, \boldsymbol{q})=\boldsymbol{v} \quad(\bmod \mathfrak{I})
\end{gather*}
$$

We let $d=m+n$ and define

$$
E_{T, \infty}:=\left\{(\boldsymbol{x}, \boldsymbol{y}) \in \mathbb{C}^{m} \times \mathbb{C}^{n}=\mathbb{C}^{d}:\|\boldsymbol{x}\|_{\infty}^{m} \leq \psi\left(\|\boldsymbol{y}\|_{\infty}^{n}\right) \text { and } 1 \leq\|\boldsymbol{y}\|_{\infty}^{n}<T\right\}
$$

We will show in $\S 3.1$ that

$$
\operatorname{vol}\left(E_{T, \infty}\right)=\pi^{d} \int_{1}^{T} \psi(t) \mathrm{d} t
$$

where "vol" is the standard $2 d$-dimensional volume measure on $\mathbb{C}^{d}=(\mathbb{R} \oplus i \mathbb{R})^{d}$. Our main result relates the set $E_{T, \infty}$ and its volume to the solutions of (1.7):

Theorem 1.6. Let $m, n \geq 1$ and assume that $d:=m+n \geq 3$. Let $F$ be an imaginary quadratic number field and $\mathcal{O}$ its ring of integers; let $\mathfrak{I}$ be a non-zero ideal of $\mathcal{O}$, and let $\boldsymbol{v} \in \mathcal{O}^{m} \times \mathcal{O}^{n}$. Let $\psi:[1, \infty) \rightarrow(0, \infty)$ be a decreasing function satisfying $\int_{1}^{\infty} \psi(t) \mathrm{d} t=\infty$. Then for Lebesgue almost every $\vartheta \in \mathbf{M}_{m \times n}(\mathbb{C})$,

$$
\begin{equation*}
\mathcal{N}(\vartheta, T, \boldsymbol{v}, \mathfrak{I}) \sim 2^{d}\left|\Delta_{F}\right|^{-d / 2} N(\mathfrak{I})^{-d} \operatorname{vol}\left(E_{T, \infty}\right), \quad \text { as } T \rightarrow \infty . \tag{1.8}
\end{equation*}
$$

Here $\Delta_{F}$ is the discriminant of $F$, and $N(\mathfrak{I})=\#(\mathcal{O} / \mathfrak{I})$ is the norm of the ideal $\mathfrak{I}$.
(We adopt the standard convention that $f(T) \sim g(T)$ as $T \rightarrow \infty$ means that $\frac{f(T)}{g(T)} \rightarrow 1$ as $T \rightarrow \infty$.)

We conclude this introductory section by discussing previously known results related to our Theorem 1.6. We will here consider the cases of $\mathbb{R}$ and $\mathbb{C}$ in parallel. In diophantine approximation on $\mathbf{M}_{m \times n}(\mathbb{R})$, one is interested in the solutions $(\boldsymbol{p}, \boldsymbol{q}) \in \mathbb{Z}^{m} \times \mathbb{Z}^{n}$ to the inequality

$$
\begin{equation*}
\|\vartheta \boldsymbol{q}+\boldsymbol{p}\|^{m} \leq \psi\left(\|\boldsymbol{q}\|^{n}\right) \tag{1.9}
\end{equation*}
$$

where $\vartheta \in \mathbf{M}_{m \times n}(\mathbb{R})$ and $\psi:[1, \infty) \rightarrow(0, \infty)$ is a decreasing function; and in quantitative diophantine approximation one is interested in the number of integral solutions satisfying

$$
\begin{gather*}
\|\vartheta \boldsymbol{q}+\boldsymbol{p}\|^{m} \leq \psi\left(\|\boldsymbol{q}\|^{n}\right) \\
1 \leq\|\boldsymbol{q}\|^{n}<T \tag{1.10}
\end{gather*}
$$

for $T>1$. Here $\|\cdot\|$ may denote any fixed chosen norm (on $\mathbb{R}^{n}$ and $\mathbb{R}^{m}$ ), but for simplicity, we take it to be the sup norm on both spaces. Analogously, for the complex case, with $\vartheta \in \mathbf{M}_{m \times n}(\mathbb{C})$ and $(\boldsymbol{p}, \boldsymbol{q}) \in \mathcal{O}^{m} \times \mathcal{O}^{n}$, one considers

$$
\begin{equation*}
\|\vartheta \boldsymbol{q}+\boldsymbol{p}\|_{\infty}^{m} \leq \psi\left(\|\boldsymbol{q}\|_{\infty}^{n}\right) \tag{1.11}
\end{equation*}
$$

and the quantitative case

$$
\begin{gather*}
\|\vartheta \boldsymbol{q}+\boldsymbol{p}\|_{\infty}^{m} \leq \psi\left(\|\boldsymbol{q}\|_{\infty}^{n}\right), \\
1 \leq\|\boldsymbol{q}\|_{\infty}^{n}<T \tag{1.12}
\end{gather*}
$$

Khinchin-Groshev [Khi26, Gro38] showed that (1.9) has infinitely many (resp. finitely many) solutions for almost every $\vartheta \in \mathbf{M}_{m \times n}(\mathbb{R})$ if and only if

$$
\begin{equation*}
\int_{1}^{\infty} \psi(t) \mathrm{d} t \tag{1.13}
\end{equation*}
$$

diverges (resp. converges). For diophantine approximation on $\mathbb{C}$ with the ring of integers of $\mathbb{Q}(\sqrt{-D})$, Sullivan [Sul82, Theorem 1] used the notion of disjoint spheres and geodesic excursions to cuspidal neighborhoods of a finite volume quotient of hyperbolic space to derive a Khinchin-type theorem relating the divergence (resp. convergence) of (1.13) to the existence of infinitely many (resp. finitely many) solutions of (1.11) for almost every $\vartheta \in \mathbb{C}$. For the specific case of $D=1$, a Khinchin-type theorem was derived earlier by LeVeque [LeV52]. (To be precise, both of them considered the case $m=n=1$.) For general $m$ and $n$, a Khinchin-type theorem has been proved in [Ly16], in fact for general number fields. In the light of these Khinchin-type theorems, the assumption in Theorem 1.6 is necessary if we want $\mathcal{N}(\vartheta, T, \boldsymbol{v}, \mathfrak{I})$ to be unbounded as function of $T$.
W. M. Schmidt [Sch60a, Theorem 1] strengthened the Khinchin-Groshev theorem into the following quantitative statement (here stated with a slightly weaker error term than in [Sch60a]): The number of solutions to (1.10) is

$$
2^{d} \Psi(T)+O\left(\Psi(T)^{1 / 2+\varepsilon}\right) \text { for every } \varepsilon>0
$$

where

$$
\Psi(T)=\int_{1}^{T} \psi(t) \mathrm{d} t
$$

By applying LeVeque and Sullivan's theorem for $\psi(t)=\frac{c}{t^{s}}$, we see that $s=1$ is the critical exponent for which (1.11) can have infinitely many solutions for almost every $\vartheta$. For $m=n=1$ and this critical exponent, i.e., for $\psi(t)=\frac{c}{t}$, Nakada [Nak88] proved that the number of solutions to (1.12) is asymptotic to $2^{d} c T$. In other words, he proved an analogue of W. M. Schmidt's result, without the error term, for the specific case when $\psi(t)=\frac{c}{t}$. [AG20] extended Nakada's theorem to any number field (still with $\psi(t)=\frac{c}{t}$ ) by proving an equidistribution result on a space of unimodular lattices associated to the number field.

To the best of our knowledge, an analogue of W. M. Schmidt's result for number fields other than $\mathbb{Q}$ with general $\psi$ is unknown. Our result Theorem 1.6 gives an analogue of W. M. Schmidt's result for the case of an imaginary quadratic number field with general $\psi$ but without an error term (with $\mathfrak{I}=\mathcal{O}$ ).

Congruence conditions: A refinement of the above problem (1.10) is the inquiry into the various congruence relations that the approximates $(\boldsymbol{p}, \boldsymbol{q})$ might satisfy. For the real case, one might guess that for any fixed positive integer $N$, the solutions $(\boldsymbol{p}, \boldsymbol{q})$ to (1.10) would be equally distributed in all congruence classes modulo $N$, as $T \rightarrow \infty$. For fixed $\boldsymbol{v} \in \mathbb{Z}^{m} \times \mathbb{Z}^{n}=\mathbb{Z}^{d}$ and $N \in \mathbb{Z}_{>0}$ we consider:

$$
\begin{gather*}
\|\vartheta \boldsymbol{q}+\boldsymbol{p}\|^{m} \leq \psi\left(\|\boldsymbol{q}\|^{n}\right) \\
1 \leq\|\boldsymbol{q}\|^{n}<T  \tag{1.14}\\
(\boldsymbol{p}, \boldsymbol{q})=\boldsymbol{v} \quad(\bmod N)
\end{gather*}
$$

Analogously, for the complex case, we consider (1.7).

The real case with $m=n=1$ was studied by Szüsz [Szü62] where he counts the number of solutions to (1.14). Recently a Khinchin-Groshev-type theorem (with general $m, n$ ) in this set-up was proved in [NRS20] using dynamics on a space of affine lattices in $\mathbb{R}^{d}$. Moreover, in [AGY21] the problem of counting the number of solutions to (1.14) was translated into an affine lattice point counting problem and a Schmidt-type theorem without the error term was proved. More precisely, they consider the affine lattices of the form $g\left(\mathbb{Z}^{d}+\frac{\boldsymbol{v}}{N}\right)$ where $g \in \mathbf{S L}_{d}(\mathbb{R})$. The collection $\mathcal{Y}_{N, v}$ of such affine lattices can be identified with $\mathbf{S L}_{d}(\mathbb{R}) / \Gamma_{N, v}$, where $\Gamma_{N, v}:=\left\{\gamma \in \mathbf{S L}_{d}(\mathbb{Z}): \gamma \boldsymbol{v}=\boldsymbol{v}(\bmod N)\right\}$ is the stabilizer of the affine lattice $\mathbb{Z}^{d}+\frac{v}{N}$ in $\mathbf{S L}_{d}(\mathbb{R})$. It can then be easily shown ([AGY21, §2.3]) that the number, $\mathcal{N}_{\mathbb{R}}(\vartheta, T, \boldsymbol{v}, N)$, of solutions to (1.14) is

$$
\#\left(u(\vartheta)\left(\mathbb{Z}^{d}+\frac{\boldsymbol{v}}{N}\right) \cap N^{-1} E_{T}\right)
$$

and they proved that this number is related to $\operatorname{vol}\left(E_{T}\right)=2^{d} \Psi(T)$.
Theorem 1.7 ([AGY21], Theorem 1.1). For almost every $\vartheta \in \mathrm{M}_{m \times n}(\mathbb{R})$

$$
\mathcal{N}_{\mathbb{R}}(\vartheta, T, \boldsymbol{v}, N)=\#\left(u(\vartheta)\left(\mathbb{Z}^{d}+\frac{\boldsymbol{v}}{N}\right) \cap N^{-1} E_{T}\right) \sim N^{-d} \operatorname{vol}\left(E_{T}\right)
$$

1.3. Notation. We will mainly use the same notation as in [Kim24]. In particular, we write $\mathcal{P}_{F}$ for the set of all places of $F$, so that $\mathbb{A}_{F}$ is the restricted product $\prod_{\nu \in \mathcal{P}_{F}}^{\prime} F_{\nu}$. We also write $\mathbf{f} \subseteq \mathcal{P}_{F}$ for the subset of finite places, and set $\mathcal{P}_{F, \infty}=\mathcal{P}_{F} \backslash \mathbf{f}$. For each $\nu \in \mathbf{f}$ we let $\mathcal{O}_{\nu}$ be the maximal compact subring of $F_{\nu}$, and choose a uniformizer $\pi_{\nu} \in \mathcal{O}_{\nu}$, so that $\left(\pi_{\nu}\right)$ is the unique maximal ideal of $\mathcal{O}_{\nu}$.

For each place $\nu \in \mathcal{P}_{F}$ we define $\alpha_{\nu}$ to be the Haar measure on $\left\langle F_{\nu},+\right\rangle$, normalized so that $\alpha_{\nu}\left(\mathcal{O}_{\nu}\right)=1$ if $\nu$ is finite; to be the standard Lebesgue measure on $\mathbb{R}$ if $\nu$ is real; and to be twice the standard Lebesgue measure on $\mathbb{C}=\mathbb{R} \oplus i \mathbb{R}$ if $\nu$ is complex. The Tamagawa measure $\alpha_{F}$ of $\mathbb{A}_{F}$ is then given by

$$
\begin{equation*}
\alpha_{F}=\left|\Delta_{F}\right|^{-\frac{1}{2}} \prod_{\nu \in \mathcal{P}_{F}} \alpha_{\nu} \tag{1.15}
\end{equation*}
$$

where $\Delta_{F}$ is the discriminant of $F$. We recall that $\alpha_{F}\left(\mathbb{A}_{F} / F\right)=1$.
Also for each place $\nu \in \mathcal{P}_{F}$ we define the absolute value $\|\cdot\|_{\nu}: F_{\nu} \rightarrow \mathbb{R}_{\geq 0}$ so that $\alpha_{\nu}(x A)=\|x\|_{\nu} \alpha_{\nu}(A)$ for every $x \in F_{\nu}$ and every Borel set $A \subseteq F_{\nu}$. Note that we then have

$$
\|x\|_{\mathbb{A}_{F}}=\prod_{\nu \in \mathcal{P}_{F}}\left\|x_{\nu}\right\|_{\nu} \quad \text { for all } x=\left(x_{\nu}\right) \in \mathbb{A}_{F}^{\times}
$$

We denote by $\mathcal{O}_{F}$ the ring of integers of $F$.

## 2. New proof of Adelic Rogers' formula

We will prove Theorem 1.1 using a technique that is due to Weil; see [Wei82]. The same technique can also be used to prove the original formula by Rogers, [Rog55, Theorem 4].

Let $F$ be a number field. Let $1 \leq k<d$.
Let $\mathbf{G}=\mathbf{G L}_{d}$ as an algebraic group defined over $F$, and let $\mathbf{M}_{d, k}$ be affine $d k$-space over $F$, which we view as the space of $d \times k$ matrices and on which $\mathbf{G}$ acts by left multiplication.

Let $p_{0}$ be the point $\binom{I_{k}}{0}$ in $\mathbf{M}_{d, k}$ (block matrix notation), and let $\mathbf{H}$ be the stabilizer of $p_{0}$ in $\mathbf{G}$; this is an algebraic subgroup of $\mathbf{G}$ defined over $F$. The $\mathbf{G}$-orbit of $p_{0}$ equals the open subvariety $\mathbf{U}$ of $\mathbf{M}_{d, k}$ consisting of all matrices in $\mathbf{M}_{d, k}$ of full rank, and by [Bor91, Prop. 6.7], the morphism $\pi: \mathbf{G} \rightarrow \mathbf{U}, \pi(g)=g p_{0}$, realizes the quotient $\mathbf{G} / \mathbf{H}$; we will from now on identify $\mathbf{G} / \mathbf{H}$ with $\mathbf{U}$.

Let $\mathbf{G}\left(\mathbb{A}_{F}\right), \mathbf{H}\left(\mathbb{A}_{F}\right)$ and $\mathbf{U}\left(\mathbb{A}_{F}\right)$ be the adele-spaces attached to $\mathbf{G}, \mathbf{H}$ and $\mathbf{U}$ over $F$ [Wei82, Ch. 1.2]. Thus $\mathbf{G}\left(\mathbb{A}_{F}\right)=\mathbf{G L}_{d}\left(\mathbb{A}_{F}\right)$. In order to describe $\mathbf{U}\left(\mathbb{A}_{F}\right)$ explicitly, let $B$ be the family of subsets $\beta \subseteq\{1, \ldots, d\}$ of cardinality $k$, and for each $\beta \in B$ and $x \in \mathbf{M}_{d, k}$ (or $x \in \mathbf{M}_{d, k}(R)$ for any commutative ring $R$ ), let us write $x_{\beta}$ for the determinant of the $k \times k$ submatrix of $x$ consisting of the rows with indices $i \in \beta$; then $x \in \mathbf{M}_{d, k}$ lies in $\mathbf{U}$ if and only if $x_{\beta} \neq 0$ for at least one $\beta \in B$. Next, for each $\nu \in \mathbf{f}$ we set

$$
C_{\mathbf{U}, \nu}:=\left\{x \in \mathbf{M}_{d, k}\left(\mathcal{O}_{\nu}\right):\left[\exists \beta \in B \text { s.t. } x_{\beta} \in \mathcal{O}_{\nu}^{\times}\right]\right\} ;
$$

this is a compact and open subset of $\mathbf{U}\left(F_{\nu}\right)$. For each finite subset $S \subseteq \mathcal{P}_{F}$ containing all infinite places, we set

$$
\mathbf{U}_{S}:=\prod_{\nu \in S} \mathbf{U}\left(F_{\nu}\right) \times \prod_{\nu \in \mathcal{P}_{F} \backslash S} C_{\mathbf{U}, \nu},
$$

and equip $\mathbf{U}_{S}$ with the product topology. Note that each set $\mathbf{U}_{S}$ is a subset of $\mathbf{M}_{d, k}\left(\mathbb{A}_{F}\right)$. Now the construction of adele-space in [Wei82, Ch. 1.2] gives that $\mathbf{U}\left(\mathbb{A}_{F}\right)$ equals the union of all these set $\mathbf{U}_{S}$, and is equipped with the inductive limit topology. Thus a set $V \subseteq \mathbf{U}\left(\mathbb{A}_{F}\right)$ is open if and only if $V \cap \mathbf{U}_{S}$ is open in $\mathbf{U}_{S}$ for every $S$.

One verifies that the map $g \mapsto g p_{0}$ from $\mathbf{G}\left(\mathbb{A}_{F}\right)$ to $\mathbf{U}\left(\mathbb{A}_{F}\right)$ induces a homeomorphism from $\mathbf{G}\left(\mathbb{A}_{F}\right) / \mathbf{H}\left(\mathbb{A}_{F}\right)$ onto $\mathbf{U}\left(\mathbb{A}_{F}\right)$ (this also follows from [Wei82, Thm. 2.4.2]).

Next we introduce a suitably normalized Haar measure $\mu_{d}$ on $\mathbf{G} \mathbf{L}_{d}\left(\mathbb{A}_{F}\right)$, following [Oes84, Ch. I.4]. For each $\nu \in \mathcal{P}_{F}$, let $\mu_{d, \nu}$ be the Haar measure on $\mathbf{G L}_{d}\left(F_{\nu}\right)$ given by

$$
d \mu_{d, \nu}(g)=\|\operatorname{det}(g)\|_{\nu}^{-d} \mathrm{~d} \alpha_{\nu}\left(g_{1,1}\right) \mathrm{d} \alpha_{\nu}\left(g_{1,2}\right) \cdots \mathrm{d} \alpha_{\nu}\left(g_{n, n}\right),
$$

where $g_{i, j}$ are the entries of the matrix $g$. Then define the (left and right) Haar measure $\mu_{d}$ on $\mathbf{G L}_{d}\left(\mathbb{A}_{F}\right)$ by

$$
\begin{equation*}
\mu_{d}=\left|\Delta_{F}\right|^{-d^{2} / 2} \rho_{F}^{-1} \prod_{\nu \mid \infty} \mu_{d, \nu} \times \prod_{\nu \in \mathbf{f}}\left(1-\left\|\pi_{\nu}\right\|_{\nu}\right)^{-1} \mu_{d, \nu} \tag{2.1}
\end{equation*}
$$

where $\rho_{F}$ is the residue of the Dedekind zeta function $\zeta_{F}(s)$ at $s=1$. To be precise, for each finite subset $S \subseteq \mathcal{P}_{F}$ containing all infinite places, the restriction of $\mu_{d}$ to $\prod_{\nu \in S} \mathbf{G}\left(F_{\nu}\right) \times$ $\prod_{\nu \in \mathcal{P}_{F} \backslash S} \mathbf{G}\left(\mathcal{O}_{\nu}\right)$ equals the product measure in the right hand side of (2.1). Note that $\mu_{d}$ equals the measure $\mu_{\mathbf{G L}_{d}}$ in [Oes84, Def. 4.7] (indeed, apply [Oes84, 4.6-7] with $S=\mathcal{P}_{F} \backslash \mathbf{f}$ and $\omega$ equal to the differential form $\omega_{d}$ in the proof of Lemma 2.1 below).

Next, as in [Oes84, Ch. I.5], we set

$$
\mathbf{G}^{1}\left(\mathbb{A}_{F}\right)=\left\{g \in \mathbf{G}\left(\mathbb{A}_{F}\right):\|\operatorname{det}(g)\|_{\mathbb{A}_{F}}=1\right\}=G_{d}
$$

and let $\mu_{d}^{1}$ be the Haar measure on $G_{d}$ normalized so that for all $f \in \mathrm{C}_{c}\left(\mathbf{G}\left(\mathbb{A}_{F}\right)\right)$,

$$
\begin{equation*}
\int_{\mathbf{G}\left(\mathbb{A}_{F}\right)} f(g) \mathrm{d} \mu_{d}(g)=\int_{\mathbb{R}^{+}} \int_{G_{d}} f\left(g \delta_{t}\right) \mathrm{d} \mu_{d}^{1}(g) \frac{\mathrm{d} t}{t} \tag{2.2}
\end{equation*}
$$

where for each $t \in \mathbb{R}^{+}, \delta_{t}$ is an element of $\mathbf{G}\left(\mathbb{A}_{F}\right)$ satisfying $\left\|\operatorname{det}\left(\delta_{t}\right)\right\|_{\mathbb{A}_{F}}=t$. Note that the inner integral in $(2.2), \int_{G_{d}} f\left(g \delta_{t}\right) \mathrm{d} \mu_{d}^{1}(g)$, only depends on $t$ and $\mu_{d}^{1}$, and not on the (continuous) choice of $t \mapsto \delta_{t}$.

It is known that the Tamagawa number of $\mathbf{S L}_{d}$ equals 1 [Wei82, Theorem 3.3.1], and also the Tamagawa number of the multiplicative group $\mathbb{G}_{m}=\mathbf{G L}_{1}$ equals 1 [Oes84, Ex. 5.14(2)], [Wei95, Ch. VII.5-6]. Hence by [Oes84, Théorème 5.3] applied to the exact sequence

$$
1 \rightarrow \mathbf{S L}_{d} \rightarrow \mathbf{G L}_{d} \xrightarrow{\text { det }} \mathbb{G}_{m} \rightarrow 1
$$

we have $\tau_{\mathbf{G L}_{d}}=\tau_{\mathbf{S L}_{d}} \cdot \tau_{\mathbb{G}_{m}}=1$, i.e., also the Tamagawa number of $\mathbf{G L}_{d}$ equals 1. By [Oes84, Def. 5.12] and since $\mathbf{G}^{1}\left(\mathbb{A}_{F}\right)=G_{d}$, this means that

$$
\begin{equation*}
\mu_{d}^{1}\left(G_{d} / \mathbf{G L}_{d}(F)\right)=1 \tag{2.3}
\end{equation*}
$$

Next we set

$$
\mathbf{H}^{1}\left(\mathbb{A}_{F}\right)=\mathbf{H}\left(\mathbb{A}_{F}\right) \cap G_{d}=\left\{\left(\begin{array}{cc}
I_{k} & Z \\
0 & h
\end{array}\right): Z \in \mathbf{M}_{k, d-k}\left(\mathbb{A}_{F}\right), h \in G_{d-k}\right\}
$$

and let $\mu_{\mathbf{H}}^{1}$ be the Haar measure on $\mathbf{H}^{1}\left(\mathbb{A}_{F}\right)$ given by

$$
\int_{\mathbf{H}^{1}\left(\mathbb{A}_{F}\right)} f \mathrm{~d} \mu_{\mathbf{H}}^{1}=\int_{\mathbf{M}_{k, d-k}\left(\mathbb{A}_{F}\right)} \int_{G_{d-k}} f\left(\left(\begin{array}{cc}
I_{k} & Z  \tag{2.4}\\
0 & h
\end{array}\right)\right) \mathrm{d} \mu_{d-k}^{1}(h) \mathrm{d} \alpha_{F}^{k(d-k)}(Z)
$$

for any $f \in \mathrm{C}_{c}\left(\mathbf{H}^{1}\left(\mathbb{A}_{F}\right)\right)$. Also set $\Gamma_{\mathbf{H}}:=\mathbf{G L}_{d}(F) \cap \mathbf{H}^{1}\left(\mathbb{A}_{F}\right)$. Then

$$
\begin{equation*}
\mu_{\mathbf{H}}^{1}\left(\mathbf{H}^{1}\left(\mathbb{A}_{F}\right) / \Gamma_{\mathbf{H}}\right)=1 . \tag{2.5}
\end{equation*}
$$

Indeed, if $\mathcal{F} \subseteq \mathbb{A}_{F}$ is a fundamental domain for $\mathbb{A}_{F} / F$ and $\mathcal{F}_{d-k} \subseteq \mathbf{G L}_{d-k}\left(\mathbb{A}_{F}\right)$ is a fundamental domain for $G_{d-k} / \mathbf{G} \mathbf{L}_{d-k}(F)$, then the set

$$
\left\{\left(\begin{array}{cc}
I_{k} & \left(Z_{i, j}\right) \\
0 & h
\end{array}\right): Z_{1,1}, Z_{1,2}, \ldots, Z_{k, d-k} \in \mathcal{F} \text { and } h \in \mathcal{F}_{d-k}\right\}
$$

is a fundamental domain for $\mathbf{H}^{1}\left(\mathbb{A}_{F}\right) / \Gamma_{\mathbf{H}}$, and so (2.5) follows from $\alpha_{F}\left(\mathbb{A}_{F} / F\right)=1$ and (2.3) with $d-k$ in the place of $d$.

Let us fix an arbitrary continuous homomorphism $t \mapsto \delta_{t}^{\prime}=\left(\delta_{t, \nu}^{\prime}\right), \mathbb{R}_{>0}^{\times} \rightarrow \mathbf{G L}_{d-k}\left(\mathbb{A}_{F}\right)$ satisfying $\left\|\operatorname{det}\left(\delta_{t}^{\prime}\right)\right\|_{\mathbb{A}_{F}}=t$ and $\delta_{t, \nu}^{\prime}=I_{d-k}$ for all $t \in \mathbb{R}_{>0}^{\times}$and $\nu \in \mathbf{f}$. (For example we may take $\delta_{t, \nu}^{\prime}$ diagonal for all $\nu \in \mathcal{P}_{F, \infty}$; we may also let $\delta_{t, \nu}^{\prime}=I_{k}$ for all except one $\nu \in \mathcal{P}_{F, \infty}$.) Then set $\delta_{t}=\left(\begin{array}{cc}I_{k} & 0 \\ 0 & \delta_{t}^{\prime}\end{array}\right) \in \mathbf{H}\left(\mathbb{A}_{F}\right)$ for all $t \in \mathbb{R}_{>0}^{\times}$. Now we have a continuous map $g \mapsto g \delta_{\|\operatorname{det}(g)\|_{\mathbb{A}_{F}}}^{-1}$ from $\mathbf{G}\left(\mathbb{A}_{F}\right)$ to $G_{d}$ which induces a homeomorphism between the two quotient spaces $\mathbf{G}\left(\mathbb{A}_{F}\right) / \mathbf{H}\left(\mathbb{A}_{F}\right)$ and $G_{d} / \mathbf{H}^{1}\left(\mathbb{A}_{F}\right)$; the inverse map is induced by the inclusion $G_{d} \hookrightarrow \mathbf{G L}_{d}\left(\mathbb{A}_{F}\right)$. Composing with the previous homeomorphism between $\mathbf{G}\left(\mathbb{A}_{F}\right) / \mathbf{H}\left(\mathbb{A}_{F}\right)$ onto $\mathbf{U}\left(\mathbb{A}_{F}\right)$, we conclude that the map $g \mapsto g p_{0}$ also induces a homeomorphism from $G_{d} / \mathbf{H}^{1}\left(\mathbb{A}_{F}\right)$ onto $\mathbf{U}\left(\mathbb{A}_{F}\right)$.

Recall that the space $\mathbf{M}_{d, k}\left(\mathbb{A}_{F}\right)$ is equipped with the measure $\alpha_{F}^{d k}$; we write $\alpha_{F}^{d k}$ also for the restriction of $\alpha_{F}^{d k}$ to the subset $\mathbf{U}\left(\mathbb{A}_{F}\right)$.
Lemma 2.1. The measure $\alpha_{F}^{d k}$ on $\mathbf{U}\left(\mathbb{A}_{F}\right)$ corresponds to the quotient measure of $\mu_{\mathbf{H}}^{1}$ and $\mu_{d}^{1}$ under our fixed homeomorphism between $G_{d} / \mathbf{H}^{1}\left(\mathbb{A}_{F}\right)$ and $\mathbf{U}\left(\mathbb{A}_{F}\right)$.

Proof. Let $\mu_{\mathbf{H}}$ be the Haar measure on $\mathbf{H}\left(\mathbb{A}_{F}\right)$ given by

$$
\int_{\mathbf{H}\left(\mathbb{A}_{F}\right)} f \mathrm{~d} \mu_{\mathbf{H}}=\int_{\mathbf{M}_{k, d-k}\left(\mathbb{A}_{F}\right)} \int_{G_{d-k}} f\left(\left(\begin{array}{cc}
I_{k} & Z  \tag{2.6}\\
0 & h
\end{array}\right)\right) \mathrm{d} \mu_{d-k}(h) \mathrm{d} \alpha_{F}^{k(d-k)}(Z)
$$

for any $f \in \mathrm{C}_{c}\left(\mathbf{H}\left(\mathbb{A}_{F}\right)\right)$. Then for any $f \in \mathrm{C}_{c}\left(\mathbf{G}\left(\mathbb{A}_{F}\right)\right)$,

$$
\begin{equation*}
\int_{\mathbf{U}\left(\mathbb{A}_{F}\right)}\left(\int_{\mathbf{H}\left(\mathbb{A}_{F}\right)} f(\widehat{x} h) \mathrm{d} \mu_{\mathbf{H}}(h)\right) \mathrm{d} \alpha_{F}^{d k}(x)=\int_{\mathbf{G}\left(\mathbb{A}_{F}\right)} f(g)\|\operatorname{det}(g)\|_{\mathbb{A}_{F}}^{k} \mathrm{~d} \mu_{d}(g) \tag{2.7}
\end{equation*}
$$

where for each $x \in \mathbf{U}\left(\mathbb{A}_{F}\right)$, $\widehat{x}$ denotes an arbitrary element in $G_{d}$ satisfying $\widehat{x} p_{0}=x^{2}$ (note that $\int_{\mathbf{H}\left(\mathbb{A}_{F}\right)} f(\widehat{x} h) \mathrm{d} \mu_{\mathbf{H}}(h)$ only depends on $x$ and not on the choice of $\widehat{x}$ ). Indeed, in the notation of [Wei82, Ch. 2.3], the measure $\mu_{d}$ as defined in (2.1) equals $\rho_{F}^{-1}$ times the Tamagawa measure on $\mathbf{G L}_{d}\left(\mathbb{A}_{F}\right)$ derived from the left (and right) invariant gauge-form $\omega_{d}=(\operatorname{det} g)^{-d} \mathrm{~d} g_{1,1} \mathrm{~d} g_{1,2} \cdots \mathrm{~d} g_{d, d}$ on $\mathbf{G L}_{d}$ by means of the convergence factors $\left(\lambda_{\nu}\right)$ given by $\lambda_{\nu}=1$ for $\nu \mid \infty$ and $\lambda_{\nu}=1-\left\|\pi_{\nu}\right\|_{\nu}$ for $\nu \in \mathbf{f}$. Also, in the same notation, $\mu_{\mathbf{H}}$ defined in (2.6) equals $\rho_{F}^{-1}$ times the Tamagawa measure on $\mathbf{H}\left(\mathbb{A}_{F}\right)$ derived from the left invariant gauge-form $\omega_{\mathbf{H}}=(\operatorname{det} g)^{-(d-k)} \mathrm{d} g_{1, k+1} \mathrm{~d} g_{1, k+2} \cdots \mathrm{~d} g_{d, d}$ on $\mathbf{H}$ by means of the same convergence factors $\left(\lambda_{\nu}\right)$, and the measure $\alpha_{F}^{d k}$ on $\mathbf{U}\left(\mathbb{A}_{F}\right)$ equals the Tamagawa measure derived from the gaugeform $\omega_{\mathbf{U}}=\mathrm{d} x_{1,1} \mathrm{~d} x_{1,2} \cdots \mathrm{~d} x_{d, k}$ on $\mathbf{U}$ (where $x_{i, j}$ denote the entries of $x \in \mathbf{M}_{d, k}$ ) by means of the convergence factors (1). One also verifies that $\omega_{\mathbf{U}}$ is relatively G -invariant belonging to the character $g \mapsto \operatorname{det}(g)^{k}$, and $\omega_{d}, \omega_{\mathbf{H}}$ and $\omega_{\mathbf{U}}$ match together algebraically. Hence (2.7) follows from [Wei82, Thm. 2.4.3].

Now let $t \mapsto \delta_{t}$ be the one-parameter subgroup of $\mathbf{H}\left(\mathbb{A}_{F}\right)$ which we fixed in the discussion before the lemma. We will apply (2.2) with this specific choice of $\delta_{t}$. Let us also fix an arbitrary function $f_{2} \in \mathrm{C}_{c}\left(\mathbb{R}^{+}\right)$with $\int_{\mathbb{R}^{+}} f_{2}(t) t^{k-1} \mathrm{~d} t \neq 0$.

Now, given any $f_{1} \in \mathrm{C}_{c}\left(G_{d}\right)$, we define $f \in \mathrm{C}_{c}\left(\mathbf{G}\left(\mathbb{A}_{F}\right)\right)$ through

$$
f(g)=f_{1}\left(g \delta_{\|\operatorname{det}(g)\|_{\mathbb{A}_{F}}}^{-1}\right) \cdot f_{2}\left(\|\operatorname{det}(g)\|_{\mathbb{A}_{F}}\right) .
$$

Applying (2.7) to this function $f$, and then using (2.6) and (2.2), we have

$$
\begin{array}{r}
\int_{\mathbf{U}\left(\mathbb{A}_{F}\right)} \int_{\mathbf{M}_{k, d-k}\left(\mathbb{A}_{F}\right)} \int_{\mathbf{G L}_{d-k}\left(\mathbb{A}_{F}\right)} f\left(\widehat{x}\left(\begin{array}{cc}
I_{k} & Z \\
0 & h
\end{array}\right)\right) \mathrm{d} \mu_{d-k}(h) d \alpha_{F}^{k(d-k)}(Z) \mathrm{d} \alpha_{F}^{d k}(x)  \tag{2.8}\\
\\
=\int_{G_{d}} f_{1}(g) \mathrm{d} \mu_{d}^{1}(g) \cdot \int_{\mathbb{R}^{+}} f_{2}(t) t^{k-1} \mathrm{~d} t .
\end{array}
$$

Furthermore, by (2.2) with $d-k$ in place of $d$ and $\delta_{t}^{\prime}$ in place of $\delta_{t}$,

$$
\int_{\mathbf{G L}_{d-k}\left(\mathbb{A}_{F}\right)} f\left(\widehat{x}\left(\begin{array}{cc}
I_{k} & Z \\
0 & h
\end{array}\right)\right) \mathrm{d} \mu_{d-k}(h)=\int_{\mathbb{R}^{+}} \int_{G_{d-k}} f\left(\widehat{x}\left(\begin{array}{cc}
I_{k} & Z \\
0 & h \delta_{t}^{\prime}
\end{array}\right)\right) \mathrm{d} \mu_{d-k}^{1}(h) \frac{\mathrm{d} t}{t},
$$

[^1]and using $\left(\begin{array}{cc}I_{k} & Z \\ 0 & h \delta_{t}^{\prime}\end{array}\right)=\left(\begin{array}{cc}I_{k} & Z \delta_{t}^{\prime-1} \\ 0 & h\end{array}\right) \delta_{t}$, substituting $Z=Z_{\text {new }} \delta_{t}^{\prime}$, and then using (2.4), it follows that the left hand side of (2.8) equals

$$
\begin{equation*}
\int_{\mathbf{U}\left(\mathbb{A}_{F}\right)} \int_{\mathbf{H}^{1}\left(\mathbb{A}_{F}\right)} f_{1}(\widehat{x} h) \mathrm{d} \mu_{\mathbf{H}}^{1}(h) \mathrm{d} \alpha_{F}^{d k}(x) \cdot \int_{\mathbb{R}^{+}} f_{2}(t) t^{k-1} \mathrm{~d} t . \tag{2.9}
\end{equation*}
$$

Hence, since $\int_{\mathbb{R}^{+}} f_{2}(t) t^{k-1} \mathrm{~d} t \neq 0$, we conclude that

$$
\begin{equation*}
\int_{\mathbf{U}\left(\mathbb{A}_{F}\right)} \int_{\mathbf{H}^{1}\left(\mathbb{A}_{F}\right)} f_{1}(\widehat{x} h) \mathrm{d} \mu_{\mathbf{H}}^{1}(h) \mathrm{d} \alpha_{F}^{d k}(x)=\int_{G_{d}} f_{1}(g) \mathrm{d} \mu_{d}^{1}(g) . \tag{2.10}
\end{equation*}
$$

We have proved that this formula holds for all $f_{1} \in \mathrm{C}_{c}\left(G_{d}\right)$; hence Lemma 2.1 is proved.
Now we apply [Wei82, Lemma 2.4.2] to the quotient $G_{d} / \mathbf{H}^{1}\left(\mathbb{A}_{F}\right)$ and the discrete subgroups $\Gamma:=\mathbf{G L}_{d}(F)$ of $G_{d}$ and $\Gamma_{\mathbf{H}}:=\Gamma \cap \mathbf{H}^{1}\left(\mathbb{A}_{F}\right)$ of $\mathbf{H}^{1}\left(\mathbb{A}_{F}\right)$, making use of (2.5) and Lemma 2.1. It follows that for any continuous function $f: \mathbf{U}\left(\mathbb{A}_{F}\right) \rightarrow \mathbb{R}_{\geq 0}$,

$$
\begin{equation*}
\int_{\mathbf{U}\left(\mathbb{A}_{F}\right)} f \mathrm{~d} \alpha_{F}^{d k}=\int_{G_{d} / \Gamma} \sum_{\gamma \in \Gamma / \Gamma_{\mathbf{H}}} f\left(g \gamma p_{0}\right) \mathrm{d} \mu_{d}^{1}(g) . \tag{2.11}
\end{equation*}
$$

Using now the fact that $\alpha_{F}^{d k}\left(\mathbf{M}_{d, k}\left(\mathbb{A}_{F}\right) \backslash \mathbf{U}\left(\mathbb{A}_{F}\right)\right)=0$ by [Wei82, Lemma 3.4.1], and the fact that when $\gamma$ runs through $\Gamma / \Gamma_{\mathbf{H}}, \gamma p_{0}$ visits each matrix in $\mathbf{M}_{d, k}(F)$ with linearly independent columns exactly once, we obtain:

Proposition 2.2. For any $1 \leq k<d$ and any continuous function $f: \mathbf{M}_{d, k}\left(\mathbb{A}_{F}\right) \rightarrow \mathbb{R}_{\geq 0}$,

$$
\begin{equation*}
\int_{\mathcal{X}_{d}} \sum_{\substack{X \in \mathbf{M}_{d, k}(F) \\ \text { columns indep }}} f(g X) \mathrm{d} \mu_{d}^{1}(g)=\int_{\mathbf{M}_{d, k}\left(\mathbb{A}_{F}\right)} f \mathrm{~d} \alpha_{F}^{d k} \tag{2.12}
\end{equation*}
$$

The relation in (2.12) is an equality of numbers in $\mathbb{R}_{\geq 0} \cup\{+\infty\}$, i.e., either both sides of (2.12) are $+\infty$ or else both are finite and equal.

Note that Proposition 2.2 gives the same formula as in the first part of Theorem 1.1, but for a different class of test functions. Using Proposition 2.2 it is now also fairly easy to prove the second part of Theorem 1.1, for the class of non-negative continuous test functions:

Proposition 2.3. For any $1 \leq k<d$ and any continuous function $f: \mathbf{M}_{d, k}\left(\mathbb{A}_{F}\right) \rightarrow \mathbb{R}_{\geq 0}$,

$$
\begin{equation*}
\int_{\mathcal{X}_{d}} \sum_{\substack{X \in \mathbf{M}_{d, k}(F) \\ \text { columns nonzero }}} f(g X) \mathrm{d} \mu_{d}^{1}(g)=\sum_{m=1}^{k} \sum_{D} \int_{\mathbf{M}_{d, m}\left(\mathbb{A}_{F}\right)} f(X D) \mathrm{d} \alpha_{F}^{d m}(X), \tag{2.13}
\end{equation*}
$$

where the sum over $D$ is over all $m \times k$ row-reduced echelon forms over $F$ of rank $m$ with no zero columns. The relation in (2.13) is again an equality of numbers in $\mathbb{R}_{\geq 0} \cup\{+\infty\}$.
(Note that there is exactly one $k \times k$ row-reduced echelon form over $F$ of rank $k$, namely $D=I_{k}$; hence the contribution for $m=k$ in the right hand side of (2.13) is simply $\left.\int_{\mathbf{M}_{d, k}\left(\mathbb{A}_{F}\right)} f(X) \mathrm{d} \alpha_{F}^{d m}(X).\right)$

Proof. All equalities in the following proof are equalities between numbers in $\mathbb{R}_{\geq 0} \cup\{+\infty\}$. By basic linear algebra we have, for any function $f_{1}: \mathbf{M}_{d, k}\left(\mathbb{A}_{F}\right) \rightarrow \mathbb{R}_{\geq 0}$

$$
\begin{equation*}
\sum_{\substack{X \in \mathbf{M}_{d, k}(F) \\ \text { columns nonzero }}} f_{1}(X)=\sum_{m=1}^{k} \sum_{D} \sum_{\substack{X \in \mathbf{M}_{d, m}(F) \\ \text { columns indep }}} f_{1}(X D), \tag{2.14}
\end{equation*}
$$

where the sum over $D$ extends over the same set of $m \times k$ matrices as in (2.13). For any $g \in G_{d}$ we apply (2.14) to the function $f_{1}(X):=f(g X)$, and then integrate the resulting equality over $g$ in a fundamental domain for $G_{d} / \mathbf{G L}_{d}(F)$ and change the order between the integration and the summation over $m$ and $D$, as is permitted by the monotone convergence theorem. This gives:

$$
\begin{equation*}
\int_{\mathcal{X}_{d}} \sum_{\substack{X \in \mathbf{M}_{d, k}(F) \\ \text { columns nonzero }}} f(g X) \mathrm{d} \mu_{d}^{1}(g)=\sum_{m=1}^{k} \sum_{D} \int_{\substack{\mathcal{X}_{d}}} \sum_{\substack{X \in \mathbf{M}_{d, m}(F) \\ \text { columns indep }}} f(g X D) \mathrm{d} \mu_{d}^{1}(g) . \tag{2.15}
\end{equation*}
$$

Here, for any $m$ and $D$ appearing in the right hand side we have, by the formula in Proposition 2.2 applied to the continuous function $X \mapsto f(X D), \mathbf{M}_{d, m}\left(\mathbb{A}_{F}\right) \rightarrow \mathbb{R}_{\geq 0}$ :

$$
\begin{equation*}
\int_{\mathcal{X}_{d}} \sum_{\substack{X \in \mathbf{M}_{d, m}(F) \\ \text { columns indep }}} f(g X D) \mathrm{d} \mu_{d}^{1}(g)=\int_{\mathbf{M}_{d, m}\left(\mathbb{A}_{F}\right)} f(X D) \mathrm{d} \alpha_{F}^{d m}(X) . \tag{2.16}
\end{equation*}
$$

Hence we obtain the formula in (2.13).
Remark 2.4. The formula in (2.16) corresponds to [Kim24, Theorem 3.1], except that there the formula was proved for a different class of test functions $f$. Note that the class of nonnegative continuous functions which we work with here is in a certain sense more flexible than the class of test functions in [Kim24, Theorem 3.1], allowing us to deduce the general formula (2.16) immediately from the special case appearing in Proposition 2.2.

The derivation of Proposition 2.3 from Proposition 2.2 corresponds to the discussion at the end of Section 4.5 in [Kim24]; in particular (2.14) is a corrected version ${ }^{3}$ of the formula in [Kim24, p. 38 (line 6)]; this leads to the correction mentioned in Remark 1.2.

In order to prove Theorem 1.1 from Proposition 2.2, the key step is to prove the following convergence statement.

Proposition 2.5. For any $1 \leq k<d$ and any continuous function $f: \mathbf{M}_{d, k}\left(\mathbb{A}_{F}\right) \rightarrow \mathbb{R}_{\geq 0}$ of compact support,

$$
\begin{equation*}
\sum_{m=1}^{k} \sum_{D} \int_{\mathbf{M}_{d, m}\left(\mathbb{A}_{F}\right)} f(X D) \mathrm{d} \alpha_{F}^{d m}(X)<\infty \tag{2.17}
\end{equation*}
$$

(The sum over $D$ is as in Proposition 2.3.)
As we have already remarked, a crucial ingredient in the following proof, just as in the proof of [GSV23, Cor. 11], is an estimate due to W. M. Schmidt, [Sch67, Theorem 3], on the number of linear subspaces of $F^{k}$ of bounded height.

[^2]Proof. Let $n=[F: \mathbb{Q}]$, and fix a $\mathbb{Z}$-basis $f_{1}, \ldots, f_{n}$ of $\mathcal{O}_{F}$; this is then also a basis of $F$ as a vector space over $\mathbb{Q}$. For any $x \in F$ we write $[x] \in \mathbb{Q}^{n}$ for the coordinates of $x$ in this basis, i.e., $[x]=\left(c_{1}, \ldots, c_{n}\right) \in \mathbb{Q}^{n}$ when $x=\sum_{i=1}^{n} c_{i} f_{i}$. Let the map $x \mapsto \widetilde{x}, F \rightarrow \mathbf{M}_{n}(\mathbb{Q})$, be the corresponding regular representation, so that $[x y]=[x] \widetilde{y}$ for all $x, y \in F$.

For each place $p \in \mathcal{P}_{\mathbb{Q}}$ there is a standard isomorphism of $\mathbb{Q}_{p}$-algebras $F \otimes_{\mathbb{Q}} \mathbb{Q}_{p} \cong \prod_{\nu \mid p} F_{\nu}$, and using the basis $f_{1}, \ldots, f_{n}$ we also have an isomorphism of $\mathbb{Q}_{p}$-modules $\mathbb{Q}_{p}^{n} \cong F \otimes_{\mathbb{Q}}$ $\mathbb{Q}_{p},\left(c_{1}, \ldots, c_{n}\right) \mapsto \sum_{i=1}^{n} f_{i} \otimes c_{i}$. Using these isomorphisms for each quasifactor in $\mathbb{A}_{F}=$ $\prod_{p \in \mathcal{P}_{\mathbb{Q}}}^{\prime}\left(\prod_{\nu \mid p} F_{\nu}\right)$ we obtain an isomorphism of topological $\mathbb{A}_{\mathbb{Q}}$-modules $J: \mathbb{A}_{F} \xrightarrow{\sim} \mathbb{A}_{\mathbb{Q}}^{n}$ [Wei95, Theorem IV-1.1]. It follows from the construction that

$$
\begin{equation*}
J(x y)=J(x) \widetilde{y}, \quad \forall x \in \mathbb{A}_{F}, y \in F \tag{2.18}
\end{equation*}
$$

Furthermore, the Haar measure $\alpha_{F}$ corresponds to a multiple of $\alpha_{\mathbb{Q}}^{d}$ under $J$.
By abuse of notation, for any $d, m$ let us write $J$ also for the isomorphism of topological $\mathbb{A}_{\mathbb{Q}}$-modules $J: \mathbf{M}_{d, m}\left(\mathbb{A}_{F}\right) \xrightarrow{\sim} \mathbf{M}_{d, m n}\left(\mathbb{A}_{\mathbb{Q}}\right)$ which maps $X=\left(x_{i, j}\right)_{\substack{i=1, \ldots, d \\ j=1, \ldots, m}}$ in $\mathbf{M}_{d, m}\left(\mathbb{A}_{F}\right)$ to the block matrix $\left(J\left(x_{i, j}\right)\right)_{\substack{i=1, \ldots, d \\ j=1, \ldots, m}}$ with each $J\left(x_{i, j}\right) \in \mathbb{A}_{\mathbb{Q}}^{n}$ viewed as a $1 \times n$ matrix. Also for any $D=\left(d_{i, j}\right)$ in $\mathbf{M}_{m, k}(F)$ we write $\widetilde{D}:=\left(\widetilde{d}_{i, j}\right) \in \mathbf{M}_{m n, k n}(\mathbb{Q})$. It then follows from (2.18) that

$$
\begin{equation*}
J(X D)=J(X) \widetilde{D} \quad \forall X \in \mathbf{M}_{d, m}\left(\mathbb{A}_{F}\right), D \in \mathbf{M}_{m, k}(F) \tag{2.19}
\end{equation*}
$$

Using the isomorphism $J: \mathbf{M}_{d, k}\left(\mathbb{A}_{F}\right) \xrightarrow{\sim} \mathbf{M}_{d, k n}\left(\mathbb{A}_{\mathbb{Q}}\right)$, it follows that it suffices to prove that for any continuous function $f: \mathbf{M}_{d, k n}\left(\mathbb{A}_{\mathbb{Q}}\right) \rightarrow \mathbb{R}_{\geq 0}$ of compact support,

$$
\begin{equation*}
\sum_{m=1}^{k} \sum_{D} \int_{\mathbf{M}_{d, m n}\left(\mathbb{A}_{\mathbb{Q}}\right)} f(X \widetilde{D}) \mathrm{d} \alpha_{\mathbb{Q}}^{d m n}(X)<\infty \tag{2.20}
\end{equation*}
$$

Given such a function $f$, there exists a compact set $C \subseteq \mathbb{A}_{\mathbb{Q}}$ such that

$$
\operatorname{supp}(f) \subseteq C^{d k n}:=\left\{X=\left(X_{i, j}\right) \in \mathbf{M}_{d, k n}\left(\mathbb{A}_{\mathbb{Q}}\right): X_{1,1}, X_{1,2}, \cdots, X_{d, k n} \in C\right\}
$$

Since $f$ is bounded, it now suffices to prove that (2.20) holds with the characteristic function of $C^{d k n}$ in place of $f$, viz.,

$$
\begin{equation*}
\sum_{m=1}^{k} \sum_{D} \alpha_{\mathbb{Q}}^{d m n}\left(\left\{X \in \mathbf{M}_{d, m n}\left(\mathbb{A}_{\mathbb{Q}}\right): X \widetilde{D} \in C^{d k n}\right\}\right)<\infty \tag{2.21}
\end{equation*}
$$

For each place $p$ of $\mathbb{Q}$, let $C_{p}$ be the image of $C$ under the projection map from $\mathbb{A}_{\mathbb{Q}}$ to $\mathbb{Q}_{p}$; then each $C_{p}$ is compact and $C_{p} \subseteq \mathbb{Z}_{p}$ for almost all finite places $p$. Also $C \subseteq \prod_{p} C_{p}$, and hence it suffices to prove that (2.21) holds with $\prod_{p} C_{p}$ in place of $C$; thus we will from now on assume that $C=\prod_{p} C_{p}$.

Fix some $m$ and $D$ appearing in the sum in (2.21). Then

$$
\begin{equation*}
\alpha_{\mathbb{Q}}^{d m n}\left(\left\{X \in \mathbf{M}_{d, m n}\left(\mathbb{A}_{\mathbb{Q}}\right): X \widetilde{D} \in C^{d k n}\right\}\right)=\alpha_{\mathbb{Q}}^{m n}\left(\left\{\boldsymbol{x} \in \mathbb{A}_{\mathbb{Q}}^{m n}: \boldsymbol{x} \widetilde{D} \in C^{k n}\right\}\right)^{d} \tag{2.22}
\end{equation*}
$$

For any $T \in \mathbf{G L}_{m n}(\mathbb{Q})$, the map $\boldsymbol{x} \mapsto \boldsymbol{x} T$ preserves $\alpha_{\mathbb{Q}}^{m n}$ since $\|\operatorname{det}(T)\|_{\mathbb{A}_{\mathbb{Q}}}=1$; hence

$$
\begin{align*}
\alpha_{\mathbb{Q}}^{m n}\left(\left\{\boldsymbol{x} \in \mathbb{A}_{\mathbb{Q}}^{m n}: \boldsymbol{x} \widetilde{D} \in C^{k n}\right\}\right) & =\alpha_{\mathbb{Q}}^{m n}\left(\left\{\boldsymbol{x} \in \mathbb{A}_{\mathbb{Q}}^{m n}: \boldsymbol{x} T \widetilde{D} \in C^{k n}\right\}\right)  \tag{2.23}\\
& =\prod_{p \in \mathcal{P}_{\mathbb{Q}}} \alpha_{p}^{m n}\left(\left\{\boldsymbol{x} \in \mathbb{Q}_{p}^{m n}: \boldsymbol{x} T \widetilde{D} \in C_{p}^{k n}\right\}\right),
\end{align*}
$$

where the last equality holds since $C=\prod_{p} C_{p}$ and using (1.15) and $\Delta_{\mathbb{Q}}=1$. Set $V_{D}:=$ $\mathbb{Q}^{m n} \widetilde{D}$; this is a $\mathbb{Q}$-linear subspace of $\mathbb{Q}^{k n}$ of dimension $m n$; indeed, it is the image of the $m$-dimensional $F$-linear subspace $F^{m} D$ of $F^{k}$ under the $\mathbb{Q}$-linear bijection $\left(x_{1}, \ldots, x_{k}\right) \mapsto$ $\left(\left[x_{1}\right], \ldots,\left[x_{k}\right]\right)$ from $F^{k}$ onto $\mathbb{Q}^{k n}$. Hence $\Lambda_{D}:=V_{D} \cap \mathbb{Z}^{k n}$ is a free $\mathbb{Z}$-module of rank $m n$. Let us fix a $\mathbb{Z}$-basis $\boldsymbol{b}_{1}, \ldots, \boldsymbol{b}_{m n}$ of $\Lambda_{D}$, and choose $T \in \mathbf{G L}_{m n}(\mathbb{Q})$ so that the matrix $T \widetilde{D}$ has row vectors $\boldsymbol{b}_{1}, \ldots, \boldsymbol{b}_{m n}$, in this order. Then for each finite place $p$ we have

$$
\begin{equation*}
\left\{\boldsymbol{x} \in \mathbb{Q}_{p}^{m n}: \boldsymbol{x} T \widetilde{D} \in \mathbb{Z}_{p}^{k n}\right\}=\left\{\left(x_{1}, \ldots, x_{m n}\right) \in \mathbb{Q}_{p}^{m n}: \sum_{i=1}^{m n} x_{i} \boldsymbol{b}_{i} \in \mathbb{Z}_{p}^{k n}\right\}=\mathbb{Z}_{p}^{m n} \tag{2.24}
\end{equation*}
$$

Here the second equality is proved as follows. It is immediate that $\sum_{i=1}^{m n} x_{i} \boldsymbol{b}_{i} \in \mathbb{Z}_{p}^{k n}$ holds for every $\boldsymbol{x} \in \mathbb{Z}_{p}^{m n}$. Conversely, assume that $\boldsymbol{x} \in \mathbb{Q}_{p}^{m n}$ satisfies $\sum_{i=1}^{m n} x_{i} \boldsymbol{b}_{i} \in \mathbb{Z}_{p}^{k n}$. Take $\ell \in \mathbb{Z}_{\geq 0}, \boldsymbol{x}^{\prime} \in \mathbb{Z}^{m n}$ and $\boldsymbol{x}^{\prime \prime} \in \mathbb{Z}_{p}^{m n}$ so that $\boldsymbol{x}=p^{-\ell} \boldsymbol{x}^{\prime}+\boldsymbol{x}^{\prime \prime}$. Then $\sum_{i=1}^{m n} x_{i}^{\prime \prime} \boldsymbol{b}_{i} \in \mathbb{Z}_{p}^{k n}$, and hence $p^{-\ell} \sum_{i=1}^{m n} x_{i}^{\prime} \boldsymbol{b}_{i} \in \mathbb{Z}_{p}^{k n}$. But the vector $p^{-\ell} \sum_{i=1}^{m n} x_{i}^{\prime} \boldsymbol{b}_{i}$ also belongs to $p^{-\ell} \mathbb{Z}^{k n}$ and to $V_{D}$, and since $p^{-\ell} \mathbb{Z} \cap \mathbb{Z}_{p}=\mathbb{Z}$, it follows that $p^{-\ell} \sum_{i=1}^{m n} x_{i}^{\prime} \boldsymbol{b}_{i} \in V_{D} \cap \mathbb{Z}^{k n}=\Lambda_{D}$. But $\boldsymbol{b}_{1}, \ldots, \boldsymbol{b}_{m n}$ is a $\mathbb{Z}$-basis of $\Lambda_{D}$; thus $p^{-\ell} x_{i}^{\prime} \in \mathbb{Z}$ for all $i$, viz., $p^{-\ell} \boldsymbol{x}^{\prime} \in \mathbb{Z}^{m n}$, and hence $\boldsymbol{x} \in \mathbb{Z}_{p}^{m n}$. This completes the proof of the second equality in (2.24).

For each finite place $p$, since $C_{p}$ is compact, $C_{p}$ can be covered by a finite number $N_{p}$ of translates of $\mathbb{Z}_{p}$, and then $C_{p}^{k n}$ can be covered by $N_{p}^{k n}$ translates of $\mathbb{Z}_{p}^{k n}$, i.e., sets of the form $\boldsymbol{a}+\mathbb{Z}_{p}^{k n}$ with $\boldsymbol{a} \in \mathbb{Q}^{k n}$. For each such translate, by linearity and by (2.24), the set $\left\{\boldsymbol{x} \in \mathbb{Q}_{p}^{m n}: \boldsymbol{x} T \widetilde{D} \in \boldsymbol{a}+\mathbb{Z}_{p}^{k n}\right\}$ is either empty or a translate of $\mathbb{Z}_{p}^{m n}$. Hence

$$
\begin{equation*}
\alpha_{p}^{m n}\left(\left\{\boldsymbol{x} \in \mathbb{Q}_{p}^{m n}: \boldsymbol{x} T \widetilde{D} \in C_{p}^{k n}\right\}\right) \leq N_{p}^{k n} . \tag{2.25}
\end{equation*}
$$

Hence by (2.23), since we can take $N_{p}=1$ for almost all $p$, and since $\alpha_{\infty}^{m n}=$ vol, the standard Lebesgue volume measure on $\mathbb{R}^{m n}$, we have

$$
\begin{equation*}
\alpha_{\mathbb{Q}}^{m n}\left(\left\{\boldsymbol{x} \in \mathbb{A}_{\mathbb{Q}}^{m n}: \boldsymbol{x} \widetilde{D} \in C^{k n}\right\}\right) \ll \operatorname{vol}\left(\left\{\boldsymbol{x} \in \mathbb{R}^{m n}: \sum_{i=1}^{m n} x_{i} \boldsymbol{b}_{i} \in C_{\infty}^{k n}\right\}\right), \tag{2.26}
\end{equation*}
$$

where the implied constant depends only on the compact set $C=\prod_{p} C_{p}$. Now take $R>0$ so that $C_{\infty}^{k n}$ is contained in the ball of radius $R$ in $\mathbb{R}^{k n}$ centered at the origin. Then the volume in (2.26) is bounded above by $V / \mathrm{d}\left(\Lambda_{D}\right)$ where $V$ is the volume of an $m n$-dimensional ball of radius $R$ and $\mathrm{d}\left(\Lambda_{D}\right)$ is the determinant of $\Lambda_{D}$ viewed as an $m n$-dimensional lattice in $\mathbb{R}^{k n}$, i.e., the $m n$-dimensional volume of the parallelotope spanned by $\boldsymbol{b}_{1}, \ldots, \boldsymbol{b}_{m n}$ (notation as in W. M. Schmidt, [Sch67, §2]). Hence, recalling (2.21) and (2.22), it now suffices to prove that

$$
\begin{equation*}
\sum_{m=1}^{k} \sum_{D} \mathrm{~d}\left(\Lambda_{D}\right)^{-d}<\infty \tag{2.27}
\end{equation*}
$$

Next let us note that for any $m$ and $D$ as in the above sum, $\Lambda_{D}$ viewed as a lattice in $\mathbb{R}^{k n}$ equals the image of $F^{m} D \cap \mathcal{O}_{F}^{k}$ under the map $\left(x_{1}, \ldots, x_{k}\right) \mapsto\left(\left[x_{1}\right], \ldots,\left[x_{k}\right]\right)$ from $F^{k}$ to $\mathbb{R}^{k n}$. Hence we have

$$
\begin{equation*}
\mathrm{d}\left(\Lambda_{D}\right) \asymp H^{\prime}\left(F^{m} D\right) \tag{2.28}
\end{equation*}
$$

where $H^{\prime}\left(F^{m} D\right)$ is the height of the linear subspace $F^{m} D$ of $F^{k}$, as defined in [Sch67, eq. (8)], and with the implied constants in (2.28) only depending on $F$ and $k .{ }^{4}$ Hence it now

[^3]suffices to prove that for each fixed $m \in\{1, \ldots, k\}$,
\[

$$
\begin{equation*}
\sum_{U} H^{\prime}(U)^{-d}<\infty \tag{2.29}
\end{equation*}
$$

\]

where the sum is taken over all $m$-dimensional $F$-linear subspaces $U$ of $F^{k}$. This is obvious if $m=k$ (since then the sum has only one term); hence from now on we assume $m<k$.

Let us write $N(x)$ for the number of $m$-dimensional $F$-linear subspaces $U \subseteq F^{k}$ satisfying $H^{\prime}(U)<x$. Then by [Sch67, Theorems 1 and 3], we have $N(x) \ll x^{k}$ for all $x \geq 1$; also by [Sch67, Lemma 8], $N(1)=0$. Now by dyadic decomposition, the sum in (2.29) is bounded above by

$$
\sum_{j=0}^{\infty}\left(N\left(2^{j+1}\right)-N\left(2^{j}\right)\right) \cdot 2^{-j d} \leq \sum_{j=0}^{\infty} N\left(2^{j+1}\right) \cdot 2^{-j d} \ll \sum_{j=0}^{\infty} 2^{(j+1) k-j d}
$$

and the last sum is finite since $k<d$. This completes the proof of Proposition 2.5.
Proof of Theorem 1.1. This is a standard deduction from Proposition 2.3 and Proposition 2.5, using basic integration theory. Indeed, write $Y=\mathbf{M}_{d, k}\left(\mathbb{A}_{F}\right)$, define the Borel measures $\lambda_{1}$ and $\lambda_{2}$ on $Y$ by setting, for any Borel set $A \subseteq Y$ :

$$
\lambda_{1}(A)=\int_{\mathcal{X}_{d}} \sum_{\substack{X \in \mathbf{M}_{d, k}(F) \\ \text { columns nonzero }}} \chi_{A}(g X) \mathrm{d} \mu_{d}^{1}(g)
$$

and

$$
\lambda_{2}(A)=\sum_{m=1}^{k} \sum_{D} \int_{\mathbf{M}_{d, m}\left(\mathbb{A}_{F}\right)} \chi_{A}(X D) \mathrm{d} \alpha_{F}^{d m}(X)
$$

Then for any Borel measurable function $f: Y \rightarrow \mathbb{R}_{\geq 0}$, by using the definition of $\int_{Y} f \mathrm{~d} \lambda_{j}$ and the Monotone Convergence Theorem, we have

$$
\int_{Y} f \mathrm{~d} \lambda_{1}=\int_{\mathcal{X}_{d}} \sum_{\substack{X \in \mathbf{M}_{d_{d, k}(F)} \\ \text { columns nonzero }}} f(g X) \mathrm{d} \mu_{d}^{1}(g)
$$

and

$$
\int_{Y} f \mathrm{~d} \lambda_{2}=\sum_{m=1}^{k} \sum_{D} \int_{\mathbf{M}_{d, m}\left(\mathbb{A}_{F}\right)} f(X D) \mathrm{d} \alpha_{F}^{d m}(X) .
$$

Now by Proposition 2.3 and Proposition 2.5, we have $\lambda_{1}(f)=\lambda_{2}(f)<\infty$ for all nonnegative functions $f \in \mathrm{C}_{c}(Y)$. For any compact set $K \subseteq Y$, there exists a non-negative $f \in \mathrm{C}_{c}(Y)$ satisfying $\chi_{K} \leq f$, and thus $\lambda_{j}(K) \leq \int_{Y} f \mathrm{~d} \lambda_{j}<\infty$ for $j=1,2$. Hence by [Rud87, Theorem 2.18], both $\lambda_{1}$ and $\lambda_{2}$ are regular. Now by the uniqueness argument in the proof of the Riesz Representation Theorem (see, e.g., [Rud87, p. 41]), it follows that $\lambda_{1}=\lambda_{2}$. Hence Theorem 1.1 holds.
$F^{k} \rightarrow \mathbb{R}^{k n}$ and the map $\beta$ equals W. M. Schmidt's map $\rho$ [Sch67, p. 435(mid)], and now our claim follows from the fact that, since $\beta$ is non-singular, the volume scaling factor of $\beta$ restricted to any linear subspace $U$ of $\mathbb{R}^{k n}$ is bounded from above and below by positive constants independent of $U$.)

## 3. Diophantine approximation with congruence conditions

In this section we will prove Theorem 1.6. We begin with a brief discussion of the methods of [AGY21] in relation to their main result Theorem 1.7. Recall from the introduction $\S 1.2$ that [AGY21] translates diophantine approximation over $\mathbb{Q}$ with congruence conditions to a lattice point counting problem with $\mathcal{Y}_{N, v}$ being the suitable space of lattices. The main ingredients of their proof are as follows:
(A) The first moment and a variance bound of the lattice point counting function (mentioned below respectively):

Theorem 3.1 ([MS10], Proposition 7.1). Let $f \in L^{1}\left(\mathbb{R}^{d}\right)$. Then

$$
\int_{\mathcal{Y}_{N, \boldsymbol{v}}} \sum_{\boldsymbol{w} \in\left(\mathbb{Z}^{d}+\frac{v}{N}\right) \backslash\{\mathbf{0}\}} f(g \boldsymbol{w}) \mathrm{d} \mu(g)=\int_{\mathbb{R}^{d}} f(\boldsymbol{x}) \mathrm{d} \boldsymbol{x} .
$$

Theorem 3.2 ([GKY20], Corollary 3.4). For bounded Borel measurable $A \subseteq \mathbb{R}^{d} \backslash$ \{0\}

$$
\int_{\mathcal{Y}_{N, v}}\left|\#\left(g\left(\mathbb{Z}^{d}+\frac{\boldsymbol{v}}{N}\right) \cap A\right)-\operatorname{vol}(A)\right|^{2} \mathrm{~d} \mu(g)<_{d, N} \operatorname{vol}(A) .
$$

(B) A technique due to W. M. Schmidt [Sch60a] which utilizes the above two theorems to prove:

Theorem 3.3. Let $\left\{A_{T}\right\}_{T>1}$ be an increasing family of bounded Borel subsets of $\mathbb{R}^{d} \backslash\{\mathbf{0}\}$ such that $\lim _{T \rightarrow \infty} \operatorname{vol}\left(A_{T}\right)=\infty$. Then for all $\varepsilon>0$ and for $\mu$-a.e. $g \in \mathbf{S L}_{d}(\mathbb{R})$

$$
\#\left(g\left(\mathbb{Z}^{d}+\frac{\boldsymbol{v}}{N}\right) \cap A_{T}\right)=\operatorname{vol}\left(A_{T}\right)+O_{\varepsilon}\left(\operatorname{vol}\left(A_{T}\right)^{1 / 2+\varepsilon}\right)
$$

(C) An approximation argument [AGY21, §3] to prove Theorem 1.7 from Theorem 3.3. (We remark that the error term of Theorem 3.3 is lost during this approximation.)
Our proof of Theorem 1.6 will contain analogues of each of the above steps (A)-(C), but in our different set-up where, in particular, $\mathcal{Y}_{N, v}$ is replaced by the homogeneous adele space $\mathcal{X}_{d}=G_{d} / \mathbf{G L}_{d}(F)$.
3.1. Diophantine approximation over $\mathbb{C}$ with congruence conditions. We now start the proof of Theorem 1.6. Our first step will be to translate the problem of diophantine approximation on $\mathbb{C}$ with congruence conditions into a lattice point counting problem over the adeles. Let $m, n, d, F, \mathcal{O}, \mathfrak{I}, \boldsymbol{v}$ and $\psi$ be as in the statement of Theorem 1.6, and recall that $N(\vartheta, T, \boldsymbol{v}, \mathfrak{I})$ denotes the number of pairs $(\boldsymbol{p}, \boldsymbol{q}) \in \mathcal{O}^{m} \times \mathcal{O}^{n}$ satisfying the inequalities and congruence condition in (1.7).

Let us define the function $u: \mathbf{M}_{m \times n}(\mathbb{C}) \rightarrow G_{d}$ through

$$
u(\vartheta)_{\nu}:=\left\{\begin{array}{l}
\left(\begin{array}{cc}
1_{m} & \vartheta \\
0 & 1_{n}
\end{array}\right), \text { for } \nu=\infty \\
1_{d}, \text { for all } \nu \text { non-archimedean. }
\end{array}\right.
$$

The for each $\vartheta \in \mathbf{M}_{m \times n}(\mathbb{C})$ we define

$$
\Lambda_{\vartheta}:=u(\vartheta) F^{d} \in \mathcal{X}_{d} .
$$

Recall that there is a bijective correspondence $\nu \nsim \mathfrak{p}$ between the finite places of $F$ and the (non-zero) prime ideals of $\mathcal{O}$ : For each prime ideal $\mathfrak{p}$ of $\mathcal{O}$, we let $\|\cdot\|_{\mathfrak{p}}$ be the unique absolute value on $F$ satisfying $\|\pi\|_{\mathfrak{p}}=N(\mathfrak{p})^{-1}$ for all $\pi \in \mathfrak{p} \backslash \mathfrak{p}^{2}$, where $N(\mathfrak{p})=\#(\mathcal{O} / \mathfrak{p})$ is the norm of $\mathfrak{p}$; then $\|\cdot\|_{\mathfrak{p}}=\|\cdot\|_{\nu}$ for a unique finite place $\nu \in \boldsymbol{f}$ (see $\S 1.3$ ). Thus, sometimes we will write $\|\cdot\|_{\nu}$ and $\|\cdot\|_{\mathfrak{p}}$ interchangeably, and denote the completion of $F$ with respect to this valuation by $F_{\nu}$ or $F_{\mathfrak{p}}$. The closure of $\mathcal{O}$ in this completion will be denoted as $\mathcal{O}_{\nu}$ or $\mathcal{O}_{\mathfrak{p}}$ (thus, for us, $\mathcal{O}_{\mathfrak{p}}$ is not the localization of $\mathcal{O}$ at $\mathfrak{p}$ ). We will think of the archimedean valuation on $F$ as corresponding to a 'prime' denoted by $\infty$. An element of $\mathbb{A}_{F}^{k}$ can thus be thought of as a tuple indexed by the primes of $\mathcal{O}$ together with the symbol $\infty$. We will write ' $\mathfrak{p}<\infty$ ' to denote that $\mathfrak{p}$ is a genuine prime ideal of $\mathcal{O}$. For any prime $\mathfrak{p}$ (including $\mathfrak{p}=\infty$ ), by a mild abuse of notation we will write $\|\cdot\|_{\mathfrak{p}}$ also for the induced supremum norm on $F_{\mathfrak{p}}^{k}$ for any $k \in \mathbb{Z}^{+}$; furthermore, for any $\boldsymbol{x} \in \mathbb{A}_{F}^{k}$ we will use " $\|\boldsymbol{x}\|_{\mathfrak{p}}$ " as a short-hand for $\left\|\boldsymbol{x}_{\mathfrak{p}}\right\|_{\mathfrak{p}}$.

Let the unique prime factorization of $\mathfrak{I}$ be

$$
\mathfrak{I}=\prod_{\mathfrak{p}<\infty} \mathfrak{p}^{\alpha_{\mathfrak{p}}} .
$$

(Thus $\alpha_{\mathfrak{p}} \in \mathbb{Z}_{\geq 0}$ for all $\mathfrak{p}$ and $\alpha_{\mathfrak{p}}=0$ for almost every $\mathfrak{p}$.) Next, for any $T>1$, we define $E_{T}$ to be the following subset of $\mathbb{A}_{F}^{m} \times \mathbb{A}_{F}^{n}=\mathbb{A}_{F}^{d}$ :

$$
E_{T}:=\left\{\boldsymbol{z}=(\boldsymbol{x}, \boldsymbol{y}) \in \mathbb{A}_{F}^{m} \times \mathbb{A}_{F}^{n}: \begin{array}{c}
\|\boldsymbol{x}\|_{\infty}^{m} \leq \psi\left(\|\boldsymbol{y}\|_{\infty}^{n}\right), 1 \leq\|\boldsymbol{y}\|_{\infty}^{n}<T \text { and } \\
\|\boldsymbol{z}-\boldsymbol{v}\|_{\mathfrak{p}} \leq N(\mathfrak{p})^{-\alpha_{\mathfrak{p}}} \text { for all } \mathfrak{p}<\infty
\end{array}\right\}
$$

Since $\boldsymbol{v} \in \mathcal{O}^{d}$, we have the following equivalence:

$$
\begin{equation*}
\boldsymbol{z} \in F^{d} \text { and }\|\boldsymbol{z}-\boldsymbol{v}\|_{\mathfrak{p}} \leq N(\mathfrak{p})^{-\alpha_{\mathfrak{p}}} \text { for all } \mathfrak{p}<\infty \quad \Longleftrightarrow \quad \boldsymbol{z} \in \mathcal{O}^{d} \text { and } \boldsymbol{z}=\boldsymbol{v}(\bmod \mathfrak{I}) \tag{3.1}
\end{equation*}
$$

Therefore, for any $\vartheta \in \mathbf{M}_{m \times n}(\mathbb{C})$, the number of solutions to (1.7) can be expressed as

$$
\begin{equation*}
\mathcal{N}(\vartheta, T, \boldsymbol{v}, \mathfrak{I})=\#\left(E_{T} \cap \Lambda_{\vartheta}\right) \tag{3.2}
\end{equation*}
$$

Note that

$$
E_{T}=E_{T, \infty} \times \prod_{\mathfrak{p}<\infty}\left(\boldsymbol{v}+\mathfrak{p}^{\alpha_{\mathfrak{p}}} \mathcal{O}_{\mathfrak{p}}^{d}\right)
$$

where

$$
E_{T, \infty}:=\left\{(\boldsymbol{x}, \boldsymbol{y}) \in \mathbb{C}^{m} \times \mathbb{C}^{n}:\|\boldsymbol{x}\|_{\infty}^{m} \leq \psi\left(\|\boldsymbol{y}\|_{\infty}^{n}\right) \text { and } 1 \leq\|\boldsymbol{y}\|_{\infty}^{n}<T\right\}
$$

Hence by (1.15),

$$
\begin{equation*}
\alpha_{F}^{d}\left(E_{T}\right)=\left|\Delta_{F}\right|^{-d / 2} \alpha_{\infty}^{d}\left(E_{T, \infty}\right) \prod_{\mathfrak{p}<\infty} N(\mathfrak{p})^{-\alpha_{\mathfrak{p}} d}=2^{d}\left|\Delta_{F}\right|^{-d / 2} N(\mathfrak{I})^{-d} \operatorname{vol}\left(E_{T, \infty}\right) . \tag{3.3}
\end{equation*}
$$

(Indeed, recall that "vol" denotes the standard $2 d$-dimensional volume measure on $\mathbb{C}^{d}=$ $(\mathbb{R} \oplus i \mathbb{R})^{d}$; thus vol $=2^{-d} \alpha_{\infty}^{d}$; see $\S 1.3$.)

Furthermore,

$$
\begin{align*}
\operatorname{vol}\left(E_{T, \infty}\right) & =\int_{\left\{\boldsymbol{y} \in \mathbb{C}^{n}: 1 \leq\|\boldsymbol{y}\|_{\infty}^{n}<T\right\}} \int_{\left\{\boldsymbol{x} \in \mathbb{C}^{m}:\|\boldsymbol{x}\|_{\infty}^{m}<\psi\left(\|\boldsymbol{y}\|_{\infty}^{n}\right)\right\}} \mathrm{d} \boldsymbol{x} \mathrm{~d} \boldsymbol{y} \\
& =\pi^{m} \int_{\left\{\boldsymbol{y} \in \mathbb{C}^{n}: 1 \leq\|\boldsymbol{y}\|_{\infty}^{n}<T\right\}} \psi\left(\|\boldsymbol{y}\|_{\infty}^{n}\right) \mathrm{d} \boldsymbol{y} . \tag{3.4}
\end{align*}
$$

To compute the last integral, let us extend $\psi$ by setting $\psi(r):=0$ for all $0 \leq r<1$. Substituting $\boldsymbol{y}=\left(\sqrt{t_{1}} e^{i \omega_{1}}, \ldots, \sqrt{t_{n}} e^{i \omega_{n}}\right)$, and making use of the symmetry under permutation of the $n$ coordinates, we see that the last integral in (3.4) equals

$$
\pi^{n} n!\int_{0<t_{1}<\cdots<t_{n}<T} \psi\left(t_{n}^{n}\right) \mathrm{d} t_{1} \cdots \mathrm{~d} t_{n}=\pi^{n} n!\int_{0}^{T} \psi\left(t_{n}^{n}\right) \frac{t_{n}^{n-1}}{(n-1)!} \mathrm{d} t_{n}=\pi^{n} \int_{0}^{T} \psi(t) \mathrm{d} t .
$$

Hence we conclude:

$$
\begin{equation*}
\operatorname{vol}\left(E_{T, \infty}\right)=\pi^{d} \int_{1}^{T} \psi(t) \mathrm{d} t \tag{3.5}
\end{equation*}
$$

In view of (3.2), (3.3) and (3.5), Theorem 1.6 can be restated as follows:
Theorem 3.4. Assume that $\int_{1}^{\infty} \psi(t) \mathrm{d} t=\infty$. Then for almost every $\vartheta \in \mathbf{M}_{m \times n}(\mathbb{C})$,

$$
\#\left(E_{T} \cap \Lambda_{\vartheta}\right) \sim \alpha_{F}^{d}\left(E_{T}\right), \quad \text { as } T \rightarrow \infty
$$

3.2. Analogue of Schmidt [Sch60b]. In this section we state an analogue of Theorem 3.3. The following variance bound is a crucial input in this theorem.

Theorem 3.5 (Variance bound; Theorem 1.3 in [Kim24]). ${ }^{5}$ Let $d \geq 3$. For each place $\nu$ of $F$, let $A_{\nu}$ be a Borel measurable subset of $F_{\nu}^{d}$, with $A_{\nu} \subseteq \mathcal{O}_{\nu}^{d}$ for all except finitely many $\nu<\infty$, and set $A=\prod_{\nu \in \mathcal{P}_{F}} A_{\nu} \subseteq \mathbb{A}_{F}^{d}$. Then

$$
\begin{equation*}
\int_{\mathcal{X}_{d}}\left(\#(A \cap \Lambda \backslash\{\mathbf{0}\})-\alpha_{F}^{d}(A)\right)^{2} \mathrm{~d} \mu_{d}^{1}(\Lambda) \ll \alpha_{F}^{d}(A) \tag{3.6}
\end{equation*}
$$

where the implied constant depends only on $F$ and $d$.
We stress that [Kim24, Theorem 1.3] is more general than Theorem 3.5 in that it applies for a general number field, and admits more general integrands. A crucial ingredient in the proof in [Kim24] is the adelic Rogers' formula, Theorem $1.1=[$ Kim24, Theorem 1.2], applied with $k=1$ and $k=2$. This is also the reason why we have to assume $d \geq 3$ in the statement of Theorem 3.5.

Let us now apply Theorem 3.5 with $A_{\mathfrak{p}}=\boldsymbol{v}+\mathfrak{p}^{\alpha_{\mathfrak{p}}} \mathcal{O}_{\mathfrak{p}}^{d}$ for each finite place $\mathfrak{p}$, and with $A_{\infty}$ being a subset of $\mathbb{C}^{d} \backslash\{\mathbf{0}\}$. Then in (3.6) we have $A \cap \Lambda \backslash\{\mathbf{0}\}=A \cap \Lambda$ for all $\Lambda \in \mathcal{X}_{d}$, and also, as in (3.3),

$$
\begin{equation*}
\alpha_{F}^{d}(A)=2^{d}\left|\Delta_{F}\right|^{-d / 2} N(\Im)^{-d} \operatorname{vol}\left(A_{\infty}\right) . \tag{3.7}
\end{equation*}
$$

With these facts, Schmidt's argument in [Sch60b, Theorem 1] can be applied to deduce the following:

Theorem 3.6. Let $\left\{A_{T, \infty}\right\}_{T>1}$ be an increasing family of bounded Borel subsets of $\mathbb{C}^{d} \backslash\{\mathbf{0}\}$ such that $\lim _{T \rightarrow \infty} \operatorname{vol}\left(A_{T, \infty}\right)=\infty$. In addition, let $A_{T}=A_{T, \infty} \times \prod_{\mathfrak{p}<\infty}\left(\boldsymbol{v}+\mathfrak{p}^{\alpha_{\mathfrak{p}}} \mathcal{O}_{\mathfrak{p}}^{d}\right)$ with $\alpha_{\mathfrak{p}}$ and $\mathfrak{I}$ as above. Then for all $\varepsilon>0$ and for $\mu_{d}^{1}$-almost every $g \in G_{d}$,

$$
\begin{equation*}
\#\left(A_{T} \cap g F^{d}\right)=\alpha_{F}^{d}\left(A_{T}\right)+O\left(\alpha_{F}^{d}\left(A_{T}\right)^{1 / 2+\varepsilon}\right) \quad \text { as } T \rightarrow \infty . \tag{3.8}
\end{equation*}
$$

[^4]Proof. We here prove Theorem 3.6 as an application of [Spr79, Lemma 10], which is abstracted from the work of Schmidt. Without loss of generality, we may assume that the family $\left\{A_{T, \infty}\right\}$ is parametrized by $T \in[1, \infty)$, and that we have $\alpha_{F}^{d}\left(A_{T}\right)=T$ whenever $T$ is an integer. ${ }^{6}$ We will apply [Spr79, Lemma 10] to the probability space space $\left(\mathcal{X}_{d}, \mu_{d}^{1}\right)$ and with the functions $f_{1}, f_{2}, \ldots$ defined through $f_{T}(\Lambda):=\#\left(\left(A_{T} \backslash A_{T-1}\right) \cap \Lambda\right)$ for $T \in \mathbb{Z}^{+}$, where we set $A_{0}:=\emptyset$. Note that for any integers $0 \leq m<n$, we have

$$
\begin{aligned}
& \int_{\mathcal{X}_{d}}\left(\sum_{m<k \leq n} f_{k}(\Lambda)-(n-m)\right)^{2} d \mu_{d}^{1}(\Lambda) \\
& \quad=\int_{\mathcal{X}_{d}}\left(\#\left(\left(A_{n} \backslash A_{m}\right) \cap \Lambda\right)-\alpha_{F}^{d}\left(A_{n} \backslash A_{m}\right)\right)^{2} d \mu_{d}^{1}(\Lambda) \ll n-m,
\end{aligned}
$$

by Theorem 3.5 (which applies since $A_{n} \backslash A_{m}=\left(A_{n, \infty} \backslash A_{m, \infty}\right) \times \prod_{\mathfrak{p}<\infty} A_{\mathfrak{p}}$ ). This shows that the assumption in [Spr79, Lemma 10] is fulfilled ${ }^{7}$. The conclusion from that lemma is that, for $\mu_{d}^{1}$-almost every $\Lambda \in \mathcal{X}_{d}$, we have

$$
\begin{equation*}
\#\left(A_{n} \cap \Lambda\right)=\sum_{k=1}^{n} f_{k}(\Lambda)=n+O\left(n^{1 / 2+\varepsilon}\right) \quad \text { as } n \rightarrow \infty \text { through } \mathbb{Z} \tag{3.9}
\end{equation*}
$$

Finally, for any $\Lambda$ satisfying (3.9), we have in fact

$$
\#\left(A_{T} \cap \Lambda\right)=\alpha_{F}^{d}\left(A_{T}\right)+O\left(\alpha_{F}^{d}\left(A_{T}\right)^{1 / 2+\varepsilon}\right) \quad \text { as } T \rightarrow \infty \text { through } \mathbb{R}
$$

since for any $n \in \mathbb{Z}^{+}$and any $n \leq T \leq n+1$, we have $\#\left(A_{n} \cap \Lambda\right) \leq \#\left(A_{T} \cap \Lambda\right) \leq \#\left(A_{n+1} \cap \Lambda\right)$ and $n=\alpha_{F}^{d}\left(A_{n}\right) \leq \alpha_{F}^{d}\left(A_{T}\right) \leq \alpha_{F}^{d}\left(A_{n+1}\right)=n+1$.

Our next purpose is to reduce the above theorem to $\mathbf{G L}{ }_{d}^{1}(\mathbb{C})$, where

$$
\mathbf{G L}_{d}^{1}(\mathbb{C})=\left\{g \in \mathbf{G L}_{d}(\mathbb{C}):\|\operatorname{det}(g)\|_{\infty}=1\right\}
$$

Note that $\mathbf{G L}{ }_{d}^{1}(\mathbb{C})$ is unimodular, i.e. any left Haar measure of $\mathbf{G} \mathbf{L}_{d}^{1}(\mathbb{C})$ is also a right Haar measure. We realize $\mathbf{G L} \mathbf{L}_{d}^{1}(\mathbb{C})$ as a subgroup of $G_{d}$ via the usual embeddings $\mathbf{G L}_{d}^{1}(\mathbb{C}) \hookrightarrow$ $\mathbf{G L}_{d}(\mathbb{C}) \hookrightarrow G_{d}$.
Lemma 3.7 (Reduction to $\mathbf{G L}_{d}^{1}(\mathbb{C})$ ). With notation as in Theorem 3.6, the relation (3.8) holds for (Haar-)almost every $g \in \mathbf{G L}_{d}^{1}(\mathbb{C})$, i.e., for all $\varepsilon>0$ and for almost every $g \in$ $\mathbf{G L}_{d}^{1}(\mathbb{C})$,

$$
\begin{equation*}
\#\left(A_{T} \cap g F^{d}\right)=\alpha_{F}^{d}\left(A_{T}\right)+O\left(\alpha_{F}^{d}\left(A_{T}\right)^{1 / 2+\varepsilon}\right) \quad \text { as } T \rightarrow \infty \tag{3.10}
\end{equation*}
$$

Proof. For each prime $\mathfrak{p}$ and for our fixed $\boldsymbol{v}$, set

$$
K_{\mathfrak{p}}^{\prime}=\left\{k \in \mathbf{G L}_{d}\left(\mathcal{O}_{\mathfrak{p}}\right): k \boldsymbol{v} \in \boldsymbol{v}+\mathfrak{p}^{\alpha_{\mathfrak{p}}} \mathcal{O}_{\mathfrak{p}}^{d}\right\} .
$$

This is an open subgroup of $\mathbf{G L}_{d}\left(\mathcal{O}_{\mathfrak{p}}\right)$. Note that for $\mathfrak{p}$ such that $\operatorname{ord}_{\mathfrak{p}}(\mathfrak{I})=0$, i.e., for almost every $\mathfrak{p}, K_{\mathfrak{p}}^{\prime}=\mathbf{G L}_{d}\left(\mathcal{O}_{\mathfrak{p}}\right)$. Define $K^{\prime}=\prod_{\mathfrak{p}<\infty} K_{\mathfrak{p}}^{\prime}$. Then $\mathbf{G L}_{d}(\mathbb{C}) K^{\prime}$ is an open subgroup of $\mathbf{G} \mathbf{L}_{d}\left(\mathbb{A}_{F}\right)$, and $\mathbf{G} \mathbf{L}_{d}(\mathbb{C}) K^{\prime} \cap G_{d}=\mathbf{G} \mathbf{L}_{d}^{1}(\mathbb{C}) K^{\prime}$; hence $\mathbf{G} \mathbf{L}_{d}^{1}(\mathbb{C}) K^{\prime}$ is an open subgroup of $G_{d}$. Therefore, by Theorem 3.6, for $\mu_{d}^{1}$-almost every $g \in \mathbf{G L}_{d}^{1}(\mathbb{C}) K^{\prime}$ we have:

$$
\#\left(A_{T} \cap g F^{d}\right)=\alpha_{F}^{d}\left(A_{T}\right)+O\left(\alpha_{F}^{d}\left(A_{T}\right)^{1 / 2+\varepsilon}\right) \quad \text { as } T \rightarrow \infty
$$

[^5]Furthermore, since $\mathbf{G L}{ }_{d}^{1}(\mathbb{C}) K^{\prime} \cong \mathbf{G L}_{d}^{1}(\mathbb{C}) \times K^{\prime}$, by Fubini's theorem there exists a full measure subset $G^{\prime} \subseteq \mathbf{G L}_{d}^{1}(\mathbb{C})$ such that for all $g \in G^{\prime}$ there exists a full measure subset $K_{g}^{\prime} \subseteq K^{\prime}$ so that for all $k \in K_{g}^{\prime}$

$$
\#\left(A_{T} \cap g k F^{d}\right)=\alpha_{F}^{d}\left(A_{T}\right)+O\left(\alpha_{F}^{d}\left(A_{T}\right)^{1 / 2+\varepsilon}\right) \quad \text { as } T \rightarrow \infty .
$$

But for any $g \in \mathbf{G L}_{d}^{1}(\mathbb{C}), k \in K^{\prime}$ and $\boldsymbol{w} \in F^{d}, g k \boldsymbol{w} \in A_{T}$ holds if and only if $g \boldsymbol{w} \in A_{T, \infty}$ and $k_{\mathfrak{p}} \boldsymbol{w} \in \boldsymbol{v}+\mathfrak{p}^{\alpha_{\mathfrak{p}}} \mathcal{O}_{\mathfrak{p}}^{d}$ for all $\mathfrak{p}<\infty$; and here, since $k_{\mathfrak{p}} \in K_{\mathfrak{p}}^{\prime}$, the condition $k_{\mathfrak{p}} \boldsymbol{w} \in \boldsymbol{v}+\mathfrak{p}^{\alpha_{\mathfrak{p}}} \mathcal{O}_{\mathfrak{p}}^{d}$ is equivalent with $\boldsymbol{w} \in \boldsymbol{v}+\mathfrak{p}^{\alpha_{\mathfrak{p}}} \mathcal{O}_{\mathfrak{p}}^{d}$. This shows that for any $g \in \mathbf{G} \mathbf{L}_{d}^{1}(\mathbb{C}), k \in K^{\prime}$ and $\boldsymbol{w} \in F^{d}$, the two conditions $g k \boldsymbol{w} \in A_{T}$ and $g \boldsymbol{w} \in A_{T}$ are equivalent, and therefore $\#\left(A_{T} \cap g k F^{d}\right)=$ $\#\left(A_{T} \cap g F^{d}\right)$. Hence from the above statement, we conclude that for every $g \in G^{\prime}$, we have

$$
\#\left(A_{T} \cap g F^{d}\right)=\alpha_{F}^{d}\left(A_{T}\right)+O\left(\alpha_{F}^{d}\left(A_{T}\right)^{1 / 2+\varepsilon}\right) \quad \text { as } T \rightarrow \infty
$$

3.3. Decomposition of the Haar measure of $\mathbf{G L}_{d}^{1}(\mathbb{C})$. The proof of Theorem 3.4 will follow if, in the case $A_{T}=E_{T}$, we can reduce Lemma 3.7 further from $\mathbf{G L}_{d}^{1}(\mathrm{C})$ to $U$, where

$$
U:=\left\{u(\vartheta): \vartheta \in \mathbf{M}_{m \times n}(\mathbb{C})\right\} .
$$

Let $H \subseteq \mathbf{G L}_{d}^{1}(\mathbb{C})$ be the following subgroup

$$
H:=\left\{h=\left(\begin{array}{ll}
\alpha & 0 \\
\beta & \gamma
\end{array}\right): \alpha \in \mathbf{G} \mathbf{L}_{m}(\mathbb{C}), \beta \in \mathbf{M}_{n \times m}(\mathbb{C}), \gamma \in \mathbf{G L}_{n}(\mathbb{C}),\|\operatorname{det}(\alpha) \operatorname{det}(\gamma)\|_{\infty}=1\right\}
$$

We have $H \cap U=\left\{1_{d}\right\}$, and the multiplication map $\langle h, u\rangle \mapsto h u$ from $H \times U$ to $\mathbf{G L}_{d}^{1}(\mathbb{C})$ is a diffeomorphism onto the open subset $H U$ of $\mathbf{G L}_{d}^{1}(\mathbb{C})$, the complement of which has Haar measure zero. Hence by [Kna02, Theorem 8.32], parametrizing $\mathbf{G L}_{d}^{1}(\mathbb{C})$ by $H \times \mathbf{M}_{m \times n}(\mathbb{C})$ through $\langle h, \vartheta\rangle \mapsto h u(\vartheta)$, a Haar measure on $\mathbf{G L}_{d}^{1}(\mathbb{C})$ can be expressed as the product measure $\mathrm{d} h \mathrm{~d} \vartheta$ where $\mathrm{d} h$ is a left Haar measure on $H$ and $\mathrm{d} \vartheta$ is the standard Lebesgue measure on $\mathbf{M}_{m \times n}(\mathbb{C})$. Hence, by Fubini's theorem, Lemma 3.7 implies the following:

Lemma 3.8. With $A_{T}$ as in Theorem 3.6, for all $\varepsilon>0$ and for almost every $h \in H$, there exists a full measure subset $M_{h} \subseteq \mathbf{M}_{m \times n}(\mathbb{C})$ such that for all $\vartheta \in M_{h}$,

$$
\begin{equation*}
\#\left(A_{T} \cap h u(\vartheta) F^{d}\right)=\alpha_{F}^{d}\left(A_{T}\right)+O\left(\alpha_{F}^{d}\left(A_{T}\right)^{1 / 2+\varepsilon}\right) \quad \text { as } T \rightarrow \infty . \tag{3.11}
\end{equation*}
$$

3.4. Proof of Theorem 3.4. In the reduction of Lemma 3.7 to $U$ the following lemma is a key step. The proof of this lemma is a routine generalization of [AGY21, Lemma 3.1].

Lemma 3.9. There exists $0<c_{0}<\frac{1}{2}$ such that for all $\varepsilon \in\left(0, c_{0}\right)$ there exists an open neighborhood $H_{\varepsilon} \subseteq H$ of the identity element such that for all $h \in H_{\varepsilon}$

$$
E_{T, \varepsilon}^{-} \subseteq h E_{T} \subseteq E_{T, \varepsilon}^{+}, \quad \forall T>10
$$

where

$$
E_{T, \varepsilon}^{-}:=E_{T, \varepsilon, \infty}^{-} \times \prod_{\mathfrak{p}<\infty}\left(\boldsymbol{v}+\mathfrak{p}^{\alpha_{\mathfrak{p}}} \mathcal{O}_{\mathfrak{p}}^{d}\right)
$$

with

$$
E_{T, \varepsilon, \infty}^{-}:=\left\{(\boldsymbol{x}, \boldsymbol{y}) \in \mathbb{C}^{m} \times \mathbb{C}^{n}:\|\boldsymbol{x}\|_{\infty}^{m} \leq(1+\varepsilon)^{-1} \psi\left((1+\varepsilon)\|\boldsymbol{y}\|_{\infty}^{n}\right), \frac{3}{2} \leq\|\boldsymbol{y}\|_{\infty}^{n}<(1+\varepsilon)^{-1} T\right\}
$$

and

$$
E_{T, \varepsilon}^{+}:=E_{T, \varepsilon, \infty}^{+} \times \prod_{\mathfrak{p}<\infty}\left(\boldsymbol{v}+\mathfrak{p}^{\alpha_{\mathfrak{p}}} \mathcal{O}_{\mathfrak{p}}^{d}\right)
$$

with

$$
\begin{gathered}
E_{T, \varepsilon, \infty}^{+}:=E_{T, \varepsilon, \infty}^{\prime} \cup C_{0} \\
E_{T, \varepsilon, \infty}^{\prime}:=\left\{(\boldsymbol{x}, \boldsymbol{y}) \in \mathbb{C}^{m} \times \mathbb{C}^{n}:\|\boldsymbol{x}\|_{\infty}^{m} \leq(1+\varepsilon) \psi\left((1+\varepsilon)^{-1}\|\boldsymbol{y}\|_{\infty}^{n}\right), \frac{3}{2} \leq\|\boldsymbol{y}\|_{\infty}^{n} \leq(1+\varepsilon) T\right\}
\end{gathered}
$$

and

$$
C_{0}:=\left\{(\boldsymbol{x}, \boldsymbol{y}) \in \mathbb{C}^{m} \times \mathbb{C}^{n}:\|\boldsymbol{x}\|_{\infty}^{m} \leq 2 \psi(1), \frac{1}{2} \leq\|\boldsymbol{y}\|_{\infty}^{n} \leq \frac{3}{2}\right\}
$$

Remark 3.10. For each $\varepsilon \in\left(0, c_{0}\right)$, both $\left\{E_{T, \varepsilon, \infty}^{+}\right\}_{T>1}$ and $\left\{E_{T, \varepsilon, \infty}^{-}\right\}_{T>1}$ are increasing families. Furthermore, using similar ideas as in the volume computation of $E_{T}$ in $\S 3.1$, we see that for all $\varepsilon \in\left(0, c_{0}\right)$ and $T>10$,

$$
\begin{align*}
\alpha_{F}^{d}\left(E_{T, \varepsilon}^{ \pm}\right) & =2^{d}\left|\Delta_{F}\right|^{-d / 2} N(\mathfrak{I})^{-d} \pi^{d}(1+\varepsilon)^{ \pm 1} \int_{\frac{3}{2}}^{(1+\varepsilon)^{ \pm 1} T} \psi\left((1+\varepsilon)^{\mp 1} t\right) \mathrm{d} t+O(1) \\
& =2^{d}\left|\Delta_{F}\right|^{-d / 2} N(\mathfrak{I})^{-d} \pi^{d}(1+\varepsilon)^{ \pm 2} \int_{1}^{T} \psi(t) \mathrm{d} t+O(1)  \tag{3.12}\\
& =(1+\varepsilon)^{ \pm 2} \alpha_{F}^{d}\left(E_{T}\right)+O(1) .
\end{align*}
$$

Proof of Theorem 3.4. Under our assumption in Theorem 3.4 that $\int_{1}^{\infty} \psi(t) \mathrm{d} t=\infty$, we have for all $\varepsilon \in\left(0, c_{0}\right)$ :

$$
\begin{equation*}
\alpha_{F}^{d}\left(E_{T}\right) \text { and } \alpha_{F}^{d}\left(E_{T, \varepsilon}^{ \pm}\right) \rightarrow \infty \quad \text { as } T \rightarrow \infty \tag{3.13}
\end{equation*}
$$

Let us pick a sequence $\left\{\varepsilon_{\ell}\right\}_{\ell \in \mathbb{N}}$ in $\left(0, c_{0}\right)$ with $\varepsilon_{\ell} \rightarrow 0$ as $\ell \rightarrow \infty$. For each $\ell \in \mathbb{N}$, using (3.13), and applying Lemma 3.8 to $E_{T, \varepsilon_{\ell}}^{ \pm}$, we find $h_{\ell} \in H_{\varepsilon_{\ell}}$ (where $H_{\varepsilon_{\ell}}$ is the open set from Lemma 3.9), and a full measure subset $M_{\ell} \subseteq \mathbf{M}_{m \times n}(\mathbb{C})$ such that for all $\vartheta \in M_{\ell}$,

$$
\begin{equation*}
\#\left(E_{T, \varepsilon_{\ell}}^{ \pm} \cap h_{\ell} u(\vartheta) F^{d}\right) \sim \alpha_{F}^{d}\left(E_{T, \varepsilon_{\ell}}^{ \pm}\right), \quad \text { as } T \rightarrow \infty \tag{3.14}
\end{equation*}
$$

Furthermore, since $h_{\ell} \in H_{\varepsilon_{\ell}}$, we have

$$
\begin{equation*}
E_{T, \varepsilon_{\ell}}^{-} \subseteq h_{\ell} E_{T} \subseteq E_{T, \varepsilon_{\ell}}^{+}, \quad \forall T>10 \tag{3.15}
\end{equation*}
$$

Let $M_{\infty}:=\bigcap_{\ell \in \mathbb{N}} M_{\ell}$; this is still a full measure subset of $\mathbf{M}_{m \times n}(\mathbb{C})$. For each $\vartheta \in M_{\infty}$, using (3.14), (3.15) and (3.12), we see that $\#\left(E_{T} \cap u(\vartheta) F^{d}\right)$ satisfies the following bounds:

$$
\liminf _{T \rightarrow \infty} \frac{\#\left(E_{T} \cap u(\vartheta) F^{d}\right)}{\alpha_{F}^{d}\left(E_{T}\right)} \geq \liminf _{T \rightarrow \infty} \frac{\#\left(E_{T, \varepsilon_{\ell}}^{-} \cap h_{\ell} u(\vartheta) F^{d}\right)}{\alpha_{F}^{d}\left(E_{T}\right)}=\left(1+\varepsilon_{\ell}\right)^{-2}
$$

and

$$
\limsup _{T \rightarrow \infty} \frac{\#\left(E_{T} \cap u(\vartheta) F^{d}\right)}{\alpha_{F}^{d}\left(E_{T}\right)} \leq \limsup _{T \rightarrow \infty} \frac{\#\left(E_{T, \varepsilon_{\ell}}^{+} \cap h_{\ell} u(\vartheta) F^{d}\right)}{\alpha_{F}^{d}\left(E_{T}\right)}=\left(1+\varepsilon_{\ell}\right)^{2}
$$

Letting $\ell \rightarrow \infty$ we find our desired result.
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[^0]:    Both Alam and Strömbergsson were supported by the Knut and Alice Wallenberg Foundation.
    ${ }^{1}$ See also the papers [Sch57, Sch58b] and [MR58] for alternative and corrected proofs.

[^1]:    ${ }^{2}$ Such an $\widehat{x}$ exists since the map $g \mapsto g p_{0}$ from $G_{d}$ to $\mathbf{U}\left(\mathbb{A}_{F}\right)$ is surjective, see our discussion before the statement of the lemma. Note that for (2.7) to hold we need only require $\widehat{x} \in \mathbf{G}\left(\mathbb{A}_{F}\right)$; however the requirement $\widehat{x} \in G_{d}$ is important in order to reach (2.9) below.

[^2]:    ${ }^{3}$ The correction concerns the summation ranges for the sums over $D$.

[^3]:    ${ }^{4}$ (Indeed, let $\beta_{1}$ be the $\mathbb{R}$-linear map from $\mathbb{R}^{n}$ to $\mathbb{R}^{n}$ defined by $\beta_{1}\left(\boldsymbol{e}_{i}\right)=\left(f_{i}^{[1]}, \ldots, f_{i}^{[n]}\right)$ for $i=1, \ldots, n$, where we are using the notation in $\left[\right.$ Sch67, eq. ( 7 bis)], and where $\boldsymbol{e}_{i}=(0, \ldots, 1, \ldots, 0)$, the $i$ th standard basis vector. Define $\beta: \mathbb{R}^{k n} \rightarrow \mathbb{R}^{k n}$ by $\beta\left(\boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{k}\right)=\left(\beta_{1}\left(\boldsymbol{v}_{1}\right), \ldots, \beta_{1}\left(\boldsymbol{v}_{k}\right)\right)$. Then the composition of our map

[^4]:    ${ }^{5}$ We apply [Kim24, Theorem 1.3] with " $f_{\infty}$ " being the characteristic function of the set $A_{\infty}$. Note that since $F$ is an imaginary quadratic number field, the condition (1.2) in the statement of [Kim24, Theorem 1.3] is automatically fulfilled, with $C=1$. It should also be noted that $\int_{\mathcal{X}_{d}} \#(A \cap \Lambda \backslash\{\mathbf{0}\}) \mathrm{d} \mu_{d}^{1}(\Lambda)=\alpha_{F}^{d}(A)$, by Theorem 1.1 applied with $k=1$ and $f=$ the characteristic function of $A$.

[^5]:    ${ }^{6}$ This claim is verified by first, if necessary, throwing away $A_{T, \infty}$ for $T$ small; and then reparametrizing and possibly enlarging the family $\left\{A_{T, \infty}\right\}$, making use of (3.7) and [Sch60b, Lemma 1].
    ${ }^{7}$ With all the numbers " $f_{k}$ " and " $\varphi_{k}$ " in the statement of [Spr79, Lemma 10] taken to equal 1.

