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HOROCYCLE FLOWS

ANDREAS STRÖMBERGSSON

Abstract. We give effective bounds on the deviation of ergodic aver-
ages for the horocycle flow on the unit tangent bundle of a non-compact
hyperbolic surface of finite area. The bounds depend on the small eigen-
values of the Laplacian and on the rate of excursion into cusps for the
geodesic corresponding to the given initial point. We also prove Ω-results
which show that in a certain sense our bounds are essentially the best
possible, for any given initial point.

1. Introduction

Let G denote the group PSL(2, R) and let Γ be a lattice in G. This means
that Γ is a discrete subgroup of G and the measure ν on the quotient space
Γ \ G derived from the Haar measure on G is finite. We assume that ν is
normalized, i.e. ν(Γ \ G) = 1.

The geodesic and the horocycle flows on Γ \ G are defined by

gt(Γg) = Γg

(

et/2 0

0 e−t/2

)

(1.1)

ht(Γg) = Γg

(

1 t
0 1

)

(g ∈ G, t ∈ R).

It was proved by Dani and Smillie [D, DS] that for each point p = Γg ∈
Γ \ G which does not belong to a closed orbit of the horocycle flow, the
orbit {ht(p) | 0 5 t 5 T} becomes asymptotically equidistributed on Γ \ G
as T → ∞. In other words, for any such p and any bounded continuous
function f : Γ \ G → R, the ergodic averages satisfy

(1.2)
1

T

∫ T

0
f(ht(p)) dt → 〈f〉 :=

∫

Γ\G
f dν, as T → ∞.

This result has later been vastly generalized by Ratner [R2] to the case
of an arbitrary unipotent flow on a general homogeneous space. As has
been pointed out by Margulis and others (cf., e.g., [Ma]), an important (and
difficult) open problem is to prove effective bounds on the rate of convergence
in Ratner’s general result.

For G = PSL(2, R) and Γ cocompact, such effective bounds were obtained
by Burger in [Bur]. For Γ cocompact there are no closed horocycles on Γ\G,
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and the bound proved in [Bur] for the rate of convergence in (1.2) is uniform
with respect to p ∈ Γ \ G.

In the present paper, we treat the case of non-cocompact (but cofinite)
Γ ⊂ G = PSL(2, R). In this case the dynamics of the horocycle flow is more
complicated than for cocompact Γ, due to the presence of closed horocycles.
Since the closed horocycles form a dense set in Γ\G, it is clear that the rate
of convergence in (1.2) must be highly sensitive to the choice of p.

Our main result is Theorem 1 below. This theorem gives an effective
version of (1.2) for a restricted class of functions f ; it gives a bound on the
deviation of the ergodic average which depends on the small eigenvalues of
the Laplacian and on the excursion rate of the geodesic gt(p) as t → ∞. We
also prove that in a certain sense this bound is essentially the best possible,
for any given initial point (see Theorem 2).

To state Theorem 1, we let H be the Poincaré upper half-plane, with
G = PSL(2, R) acting on H in the usual way, and let M = Γ\H, a hyperbolic
surface of finite area. If there exist small eigenvalues λ ∈ (0, 1

4) in the discrete
spectrum of the Laplacian on M, then we let λ1 be the smallest of these,
and define s1 ∈ (1

2 , 1) by λ1 = s1(1 − s1); otherwise let s1 = 1
2 . For each

j ∈ {1, ..., κ} we also let λ
(j)
1 ∈ [λ1,

1
4) be the smallest positive eigenvalue

for which there exists an eigenfunction which has non-zero constant term

at the cusp ηj (i.e., c
(j)
0 6= 0 in (2.11) below), and define s

(j)
1 ∈ (1

2 , 1) by

λ
(j)
1 = s

(j)
1 (1− s

(j)
1 ); if no such λ

(j)
1 exists we let s

(j)
1 = 1

2 . Note that by these

definitions we have 1
2 5 s

(j)
1 5 s1 < 1 for each j ∈ {1, ..., κ}, and s1 = 1

2 if
and only if Γ \ H admits no small eigenvalues.

We let π : Γ \ G → M be the standard projection given by Γg 7→ Γg(i).
(Then Γ \ G is naturally identified with the unit tangent bundle of M.)
Let η1, ..., ηκ (where κ = 1) be the inequivalent cusps of M, and fix a
neighborhood Cj ⊂ Γ\G of each ηj in such a way that C1, ..., Cκ are pairwise
disjoint. Fix a point p0 ∈ M. For p ∈ Γ \ G we let dist(p) denote the
hyperbolic distance from p0 to π(p) on M.

For f ∈ Ck(Γ\G) we let ||f ||Wk
be the Sobolev L2 norm involving all the

Lie derivatives of f up to the k:th order. We also introduce the following
weighted supremum norm, for f ∈ C(Γ \ G) and α = 0,

(1.3) ||f ||Nα = sup
p∈Γ\G

|f(p)| · e−α·dist(p).

Theorem 1. Let 0 5 α < 1
2 . We then have, for all p ∈ Γ \ G, T = 10,

and all f ∈ C4(Γ \ G) such that ||f ||W4 < ∞ and ||f ||Nα < ∞:

1

T

∫ T

0
f(ht(p)) dt = 〈f〉 + O

(

||f ||W4

){

r−
1
2 log3(r + 2) + rs

(j)
1 −1 + T s1−1

}

+O
(

||f ||Nα

)

· r− 1
2 ,(1.4)
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where r = r(p, T ) = T ·e−dist(glog T (p)), and j = j(p, T ) is defined by glog T (p) ∈
Cj (if there is no such j, the term rs

(j)
1 −1 is omitted in the bound above).

The implied constants depend only on Γ, α and p0, C1, ..., Cκ.

We remark that the implied constants are effective in the sense that they
can in principle be determined explicitly from the proof once Γ and the finite
set of small eigenvalues 0 < λ < 1

4 on Γ\H are known. Also, it is easy to see
that for each p ∈ Γ\G for which the horocycle {ht(p) | t ∈ R} is non-closed,
one has r = T · e−dist(glog T (p)) → ∞ as T → ∞ (cf. (2.7) and Lemma 4.3
below). Hence Theorem 1 is indeed an effective version of (1.2).

The entity r = T · e−dist(glog T (p)) is directly related to the asymptotic
excursion rate of the geodesic {gt(p)}, a concept which is well studied in the
literature. For instance, let us define

(1.5) αp = lim sup
t→∞

dist(gt(p))

t
∈ [0, 1];

it then follows from Sullivan’s logarithm law for geodesics [Su, §9], that
αp = 0 holds for almost every point p ∈ Γ \G (with respect to the invariant
volume measure). One even knows that for each α0 ∈ [0, 1] and each fiber
π−1(q) ∈ Γ\G (a one-dimensional circle), the subset

{

p ∈ π−1(q) | αp = α0

}

has Hausdorff dimension 1 − α0 (cf. [MP, Thm. 1]).
From these facts and Theorem 1 we see that for each point p ∈ Γ \ G

outside a “very small” set, the deviation of the ergodic average always decays
like O(T−δ) as T → ∞, for some δ > 0. The next theorem shows that for
each p, Theorem 1 gives the optimal exponent δ.

Let us define, for j ∈ {1, ..., κ},

(1.6) αp,j = lim sup
t→∞

(gt(p)∈Cj)

dist(gt(p))

t
.

(We let αp,j = 0 if gt(p) /∈ Cj for all large t.) Note that 0 5 αp,j 5 αp 5 1.

Theorem 2. Let p ∈ Γ \ G be given, and let

δp = min
(

1 − s1, min
j

(1 − αp,j)(1 − s
(j)
1 )

)

.

Then for any fixed δ < δp, and any fixed function f ∈ C4(Γ \ G) such that
||f ||W4 < ∞, we have

(1.7)
1

T

∫ T

0
f(ht(p)) dt = 〈f〉 + O(T−δ), as T → ∞.

On the other hand, there exists a function f of the above type such that (1.7)
does not hold for any δ > δp.

In particular, by the logarithm law for geodesics, for almost every p ∈ Γ\G
the exponent of optimal rate equals δp = 1 − s1. Also, in each fiber π−1(q),
δp > 0 holds for every p ∈ π−1(q) outside a set of Hausdorff dimension zero.
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Remark 1.1. It is immediate from Theorem 1 that (1.7) holds for all
δ < δp and all functions f ∈ C4(Γ \G) satisfying ||f ||W4 < ∞ and ||f ||Nα <
∞ for some α < 1

2 . Theorem 2 tells us that (1.7) even holds without the
assumption ||f ||Nα < ∞. On the other hand, by studying special non-closed
horocycles with δp = 0 one can show that in Theorem 1 some assumption
on f beyond ||f ||Wk

< ∞ is necessary, cf. Proposition 4.1.

The proof of Theorem 1 is based on an explicit identity for ergodic aver-
ages of the horocycle flow which was developed and used by Burger in [Bur].
However, we cannot use invariant norms on L2(Γ \ G) in the same direct
way as was possible in [Bur]; instead we use Sobolev imbedding inequalities
with explicit dependence on the point in Γ \ G. Extra care is required to
treat initial points p with δp = 0; for such points p we first make a careful
splitting of the horocycle into several parts, and then deal with each part
separately, cf. pp. 15–18. (This argument was inspired by Ratner, [R3, p.
20].)

The last statement in Theorem 2 is a consequence of more precise Ω-
results which we prove in §4 and §5. The proofs in §5 involve use of the
Fourier expansions of the individual eigenfunctions on Γ \ H.

For Γ a congruence subgroup of PSL(2, Z), Theorem 2 allows a more
explicit formulation, as we will now show. Recall that an irrational number
r ∈ R is said to be of (Diophantine) type K if there exists a constant C > 0
such that |r − m/n| > Cn−K for all m,n ∈ Z with (m,n) = 1, n > 0. The
smallest possible value of K is K = 2. Let g =

(

a b
c d

)

∈ G be a representative
for a point p ∈ Γ \ G; then a

c ∈ R ∪ {∞} = ∂H is the endpoint at infinity
of the horocycle {ht(g)} (projected from G to H). If Γ is any subgroup
of finite index in PSL(2, Z) then the horocycle {ht(p)} is non-closed if and
only if c 6= 0 and a

c is irrational. For general Γ, there is a well-known
correspondence between the excursion rate of the geodesic gt(p) and the
well-approximability of a

c by cusps of Γ, cf. [Su, MP, V2]; in particular, if Γ
is any subgroup of finite index in PSL(2, Z) and {ht(p)} is non-closed, then

αp = 1 − 2/Kp,

where Kp ∈ [2,∞) ∪ {∞} is the infimum of all numbers K = 2 such that a
c

is of type K. (This formula remains true if we define Kp = ∞ when {ht(p)}
is closed.) Recall also that if Γ is a congruence subgroup of PSL(2, Z) then

there is no residual spectrum on Γ \ H, i.e. s
(j)
1 = 1

2 for all j. Hence:

Corollary 1. If Γ is a congruence subgroup of PSL(2, Z) then the optimal
exponent δp in Theorem 2 is

δp = min
(

1 − s1, K−1
p

)

, for all p ∈ Γ \ G.

In this connection, recall that the fundamental eigenvalue conjecture by
Selberg is the statement that for each congruence subgroup Γ, there are no
small eigenvalues 0 < λ < 1

4 on Γ \ H. Hence, by the corollary, Selberg’s
conjecture is true if and only if, for each congruence subgroup Γ, there exists
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at least one point p ∈ Γ \ G such that δp = 1
2 (and if so, then δp = 1

2 holds

for almost all p ∈ Γ \ G, and δp = K−1
p holds for all p ∈ Γ \ G).

Finally, we should mention a closely related recent paper by Flaminio and
Forni, [FF], in which a detailed study is made of the invariant distributions
for the horocycle flow on Γ \ G, and the results are used to prove a more
precise asymptotic version of Burger’s result for cocompact Γ, and also, for
non-cocompact Γ, an asymptotic formula for ergodic averages of the pull-
backs under the geodesic flow of a given horocycle arc of finite length. It
seems likely that an alternative proof of our Proposition 3.1 can be obtained
based on [FF, §§5.2–5.4] together with Lemma 2.2, 2.3 below.

Another paper of related interest is Chernov [C], where an explicit bound

(of the form O
(

e−α
√

log T
)

with α > 0) is established for the deviation of
ergodic averages for the horocycle flow on compact surfaces of (variable)
negative curvature, as well as in more general cases.

This work was supported by a Swedish STINT Postdoctoral award. The
method using Fourier series presented in §5 is based on earlier unpublished
work supported by the European Commission under the Research Training
Network (Mathematical Aspects of Quantum Chaos) HPRN-CT-2000-00103
of the IHP Programme. I would like to thank Alexander Bufetov, Livio
Flaminio, Giovanni Forni, Dennis Hejhal, Jens Marklof, David Mieczkowiski,
Hee Oh and Peter Sarnak for useful and inspiring discussions.

2. Decomposition of L2(Γ \ G) and Sobolev norms

We start by introducing necessary notation and recalling some basic facts
regarding unitary representations of G, Sobolev norms, and the geometry of
Γ \ G.

We let G = PSL(2, R), g = sl(2, R). For x ∈ R, y > 0, θ ∈ R/πZ we
define the following elements in G:

n(x) =

(

1 x
0 1

)

, a(y) =

(

y1/2 0

0 y−1/2

)

, r(θ) =

(

cos θ sin θ
− sin θ cos θ

)

.

Then each g ∈ G has a unique factorization g = n(x)a(y) r(θ) (Iwasawa
decomposition). Using these coordinates, the bi-invariant Haar-measure dg
on G is given by dg = y−2dxdydθ.

We define H,X−, X+ ∈ g by

H =

(

1 0
0 −1

)

, X− =

(

0 0
1 0

)

, X+ =

(

0 1
0 0

)

.

Then the Casimir element in the universal enveloping algebra U(g) is

(2.1) � = − 1
4(H2 + 2X+X− + 2X−X+).

If (H, π) is an irreducible unitary representation of PSL(2, R) then there
is an orthonormal basis {φn}n∈Σ in H such that Σ is a subset of the set 2Z
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of even integers, each φn is a smooth vector, and π(r(θ))φn = einθφn for
all n ∈ Σ, θ ∈ R. The Casimir element acts as a scalar, π(�) = λ · Id, on
the set of smooth vectors in H. One knows that either λ > 0 and Σ = 2Z

(then (H, π) is a representation of the principal series or the complementary
series), or λ = 0 and Σ = {0} (the trivial representation), or else λ =
m
2 (1 − m

2 ) for some even integer m = 2, and Σ = {m,m + 2,m + 4, ...} or
Σ = {−m,−m − 2,−m − 4, ...} (the discrete series).

Now let π be an arbitrary unitary representation of G on a (separable)
Hilbert space H. It is known that any such representation is unitarily equiv-
alent to a direct integral

(π,H) ∼=
(

∫ ⊕

Z

πζ dν(ζ),

∫ ⊕

Z

H(ζ) dν(ζ)

)

,

where Z is a locally compact Hausdorff space, ν is a positive Radon measure
on Z, and for almost every ζ ∈ Z, πζ is an irreducible unitary representation

of G in a separable Hilbert space H(ζ). The Hilbert space
∫ ⊕
Z

H(ζ) dν(ζ)

is the L2-space of all measurable functions f on Z with f(ζ) ∈ H(ζ) and
∫

Z
||f(ζ)||2H(ζ) dν(ζ) < ∞, and the action of g ∈ G is given by (π(g)f)(ζ) =

(πζ(g))(f(ζ)). Cf., e.g., [M, §2.4] or [W, §§14.8, 14.9].
Using the notation introduced above for irreducible representations we

define, for almost all ζ, λ = λ(ζ) so that πζ(�) = λ(ζ) · Id in H(ζ),
Σ = Σ(ζ) ⊂ 2Z, and an orthonormal basis {φn(ζ)}n∈Σ(ζ) in H(ζ) consisting

of smooth vectors φn = φn(ζ) satisfying πζ(r(θ))φn = einθφn. We define
φn(ζ) = 0 for all n ∈ 2Z − Σ(ζ). Then λ(ζ) is a measurable function of
ζ, and by [R1, Lemma 1.1] the basis elements φn may be chosen in such a
way that φn(ζ) is a measurable function of ζ ∈ Z for each n ∈ 2Z, and also
so that a function f on Z with f(ζ) ∈ Hζ is measurable if and only if the

function Z 3 ζ 7→
〈

f(ζ), φn(ζ)
〉

H(ζ)
∈ C is measurable for each n ∈ 2Z.

We also define s = s(ζ) as the unique complex number such that λ =
s(1 − s) and Re s = 1

2 , Im s = 0. We then have s ∈ 1
2 + iR=0 if λ = 1

4 ,

s ∈ (1
2 , 1] if 0 5 λ < 1

4 , and s ∈ Z
+ if λ 5 0.

For k ∈ Z=0 we denote by Ck(π) is the space of vectors f ∈ H such that

the function G 3 g 7→ π(g)v ∈ H is of class Ck. We let H∞ = C∞(π) be
the space of smooth vectors. This is a dense subspace in H.

We next define the Sobolev norms which we will use. Fix any basis
X1, X2, X3 in g and let ∆ = −∑

i X2
i ∈ U(g). Then π(∆) (the closure of

π(∆)) is a self-adjoint operator on H (cf. [N]). The (L2) Sobolev space Wk(H)

of order k ∈ R
+ is defined to be the domain of the operator

(

I + π(∆)
)k/2

.

We define the Sobolev norm ||·||Wk
on Wk(H) by ||v||Wk

= ||
(

I+π(∆)
)k/2

v||.
The space Wk(H) with norm || · ||Wk

is in fact a Hilbert space, containing
the space of smooth vectors H∞ as a dense subspace.
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A straightforward computation shows that the norm || · ||Wk
is equivalent

to the norm || · ||W ′

k
defined by

(2.2) ||v||2W ′

k
=

∫

Z

∑

n∈Σ(ζ)

(1 + n2 + |s(ζ)|2)k ·
∣

∣

∣

〈

v(ζ), φn(ζ)
〉

H(ζ)

∣

∣

∣

2
dν(ζ),

and a vector v ∈ H belongs to Wk(H) if and only if the right hand side
above is finite. (The constants of equivalence between || · ||Wk

and || · ||W ′

k

depend only on k ∈ R
+ and the choice of basis X1, X2, X3 in g.)

If k is an integer, then on the subspace Ck(π) ⊂ Wk(H) the norm || · ||Wk

is also equivalent to the norm || · ||W ′′

k
defined by ||v||2W ′′

k
=

∑ ||π(Xα)v||2,
where the sum runs over all monomials Xα = Xi1Xi2 ...Xil ∈ U(g) of degree
5 k. As usual, H∞ is given the topology induced by the all the norms ||·||Wk

,
k ∈ Z

+. This makes H∞ into a Fréchet space. (Cf., e.g., [W, Lemma 1.6.4].)
From now on we let Γ ⊂ G = PSL(2, R) be a cofinite Fuchsian group such

that the hyperbolic surface M = Γ \ H has at least one cusp.
Concerning the cusps and the fundamental domain, we will use the same

notation as in [He, p. 268]. Specifically: we let F ⊂ H be a canonical
(closed) fundamental domain for Γ \ H, and let η1, ..., ηκ (where κ = 1) be
the vertices of F along ∂H = R ∪ {∞}. Since F is canonical, η1, ..., ηκ are
Γ−inequivalent.

For each j ∈ {1, ..., κ} we choose Nj ∈ G such that Nj(ηj) = ∞ and

such that the stabilizer Γηj
is [Tj], where Tj := N

−1
j

(

1 −1
0 1

)

Nj . Since F is
canonical, by modifying Nj we can also ensure that for all B large enough,

Nj(F)
⋂

{z ∈ H | Im z = B}(2.3)

= {z ∈ H | 0 5 Re z 5 1, Im z = B}.

We recall the definition of the invariant height function, YΓ(z):

(2.4) YΓ(z) = sup
{

Im NjW (z)
∣

∣ j ∈ {1, ..., κ}, W ∈ Γ
}

.

(Cf. [I, (3.8)].) This definition is in fact independent of the choice of F
and of the maps Nj. One knows that the supremum in (2.4) is always
attained for some j,W ; we then write jΓ(z) = j (this makes jΓ(z) uniquely
determined for each z with YΓ(z) large). The function YΓ(z) is well-known
to be continuous and Γ-invariant; hence YΓ(·) can be viewed as a function
on M.

In the lemmas below, we will also use YΓ(·) and jΓ(·) as functions on
G or on Γ \ G, defined via composition with the standard projection maps
G → Γ \ G → M (i.e. g 7→ Γg and Γg 7→ Γg(i)). Thus

YΓ(g) = sup

{

1

c2 + d2

∣

∣

∣

(

∗ ∗
c d

)

= NjWg, j ∈ {1, ..., κ}, W ∈ Γ

}

.
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We record the following inequalities for later use:

YΓ(g a(y)) 5 max(y, 1/y) · YΓ(g) ∀y > 0,(2.5)

YΓ(g n(t)) 5 (1 + |t|)2 · YΓ(g) ∀t ∈ R.(2.6)

These follows from the inequalities (c2y + d2/y)−1 5 max(y, 1/y)(c2 + d2)−1

and (c2 + (ct + d)2)−1 5 (1 + |t|)2(c2 + d2)−1, true for all (c, d) ∈ R
2 \

{(0, 0)}. Furthermore, recalling the definition of the function dist(p) in
the introduction, one easily checks that there are positive constants C1 =
C1(Γ, p0), C2 = C2(Γ, p0) such that

(2.7) C1e
dist(p) 5 YΓ(p) 5 C2e

dist(p), ∀p ∈ M.

From now on in this paper, we will always let π denote the right reg-
ular representation of G on H = L2(Γ \ G). This is a unitary representa-
tion. Since Γ \ G is of finite volume, the direct integral decomposition

H ∼=
∫ ⊕
Z

πζ dν(ζ) can in fact be constructed in such a way that Z is a dis-
joint union of three measurable subsets, Z = Zo ∪ Zct ∪ Zrs, such that the
following holds (cf., e.g., [La], [Bo]):

(a) Writing H = Ho ⊕Hct ⊕Hrs for the corresponding decomposition of
H as an orthogonal sum of closed subspaces, the space Ho coincides with
the space oL2(Γ \ G) of cuspidal elements in L2(Γ \ G).

(b) Zo∪Zrs is a discrete measure space, and we may thus assume ν({ζ}) = 1
for all ζ ∈ Zo ∪ Zrs.

(c) For each ζ ∈ Zo, πζ is nontrivial, and {ζ ∈ Zo | |s(ζ)| < S} is finite for
each S > 0.

(d) Zrs is finite. There is exactly one ζ ∈ Zrs such that πζ is the trivial

representation, and for all other ζ ∈ Zrs we have s(ζ) ∈ ( 1
2 , 1).

(e) For all ζ ∈ Zct, πζ is a principal series representation (and thus s(ζ) ∈
1
2 + iR=0).

We can give more precise statements than (c) and (d) as follows: The
set {λ(ζ) | ζ ∈ Zo,Re s(ζ) < 1} coincides (with multiplicities) with the set

of cuspidal eigenvalues of the Laplace operator −y2( ∂2

∂x2 + ∂2

∂y2 ) on Γ \ H ;

the set {λ(ζ) | ζ ∈ Zrs} coincides with the set of residual eigenvalues of

−y2( ∂2

∂x2 + ∂2

∂y2 ) on Γ \ H ; and for each m ∈ 2Z
+ the number of elements

ζ ∈ Zo with s(ζ) = m/2 is equal to twice the dimension of the space of
holomorphic cusp forms of weight m on Γ \ H.

Note that by (b) above, we have Ho
∼= ⊕ζ∈Zo

H(ζ) and Hrs
∼= ⊕ζ∈Zrs

H(ζ),
and in particular for each ζ ∈ Zo ∪ Zrs, H(ζ) may be viewed as a closed
subspace in H. Note also that if f ∈ H∞ and if fo, fct, frs are the projections
of f to Ho, Hct and Hrs, then fo, fct, frs ∈ H∞, and ||f ||2Wk

= ||fo||2Wk
+

||fct||2Wk
+ ||frs||2Wk

for any k > 0. Furthermore, if f ∈ H∞, then each

projection of f to a subspace H(ζ) (ζ ∈ Zo ∪ Zrs) remains in H∞.
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Lemma 2.1. If f ∈ W2(H) then f is a continuous function on Γ \ G,
and

(2.8) |f(p)| �
Γ
||f ||W2 · YΓ(p)

1
2 , ∀p ∈ Γ \ G.

Proof. Cf. [FF, Lemma 5.3]. (Cf. also [BR, p. 349 Prop B.2]; notice
that the function “w(x)” in [BR] is comparable with YΓ(x).) �

Lemma 2.2. If f ∈ W3(H) and f is cuspidal then we also have the bound

|f(p)| �
Γ
||f ||W3 , ∀p ∈ Γ \ G.

Proof. This is [BR, Prop 4.1]. As a preparation for the next lemma,
we recall the proof from [BR, pp. 350–351]. In view of Lemma 2.1 and the
density of H∞ in W3(H) we may assume f ∈ H∞. In particular, dπ(X)f
and the pointwise (right) Lie derivative Xf are now the same, for all X ∈ g.

Also because of Lemma 2.1, we need only treat the case when p’s projec-
tion onto Γ\H lies in a cuspidal region F ∩ N

−1
j {z ∈ H | Im z = B}, cf. (2.3).

After an auxiliary conjugation, we may assume Nj = ( 1 0
0 1 ), so that the cusp

is ηj = ∞, and the stabilizer Γ∞ = [( 1 1
0 1 )]. Then YΓ(p) = Im g(i) = B, for

some representative g ∈ G of p.
Let g = n(x)a(y) r(θ) be the Iwasawa decomposition of g; then y =

YΓ(p). Since f is cuspidal we have
∫ 1
0 f(n(u)g) du = 0. Writing nθ(t) =

r(θ)−1n(t) r(θ) and using n(u)a(y) = a(y)n(u/y), we obtain

(2.9)

∫ 1/y

0
f (g nθ(t)) dt = 0.

Now {nθ(t) | t ∈ R} is a one-parameter subgroup in G generated by Xθ =
r(θ)−1X+ r(θ) ∈ g. Clearly ||Xθf ||W2 � ||f ||W3 , uniformly in θ. Notice
also that YΓ(g nθ(t)) = YΓ(p), since g nθ(t) = n(ty)g and Im n(ty)g(i) =
Im g(i) = B. Hence by Lemma 2.1 applied to Xθf , we have for all t ∈ R,

(2.10)
∣

∣

∣

d

dt
f(gnθ(t))

∣

∣

∣
=

∣

∣

∣

[

Xθf
]

(gnθ(t))
∣

∣

∣
� ||f ||W3 · YΓ(p)

1
2 .

Clearly, the desired bound follows from y = YΓ(p) and (2.9), (2.10). (In

fact, we even obtain the stronger bound |f(p)| �
Γ
||f ||W3 · YΓ(p)−

1
2 .) �

In the next lemma we will prove a similar bound when f ∈ Hrs. As-
sume ζ ∈ Zrs and s = s(ζ) ∈ ( 1

2 , 1). Recall the definition on p. 6 of the
orthonormal basis {φn(ζ)} in H(ζ). We write φn = φn(ζ). Now φ0 can be
viewed as a function φ on Γ \H (since π(r(θ))φ0 = φ0 for all θ), and φ is an
eigenfunction of the Laplace operator of eigenvalue λ = s(1 − s). Hence for
each j ∈ {1, ..., κ} we have a Fourier expansion [He, Ch. 6, §4]

(2.11) φ(z) = c
(j)
0 y1−s

j +
∑

n6=0

c(j)
n

√
yjKs− 1

2
(2π|n|yj) e(nxj),
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where xj + iyj := Nj(z). (Since ζ ∈ Zrs we know that c
(j)
0 6= 0 for at least

one j.) Note that if c
(j)
0 = 0 for some j then

∫ 1
0 φ0(N

−1
j n(u)g) du = 0 for

all g ∈ G, and then
∫ 1
0

[

π(X)φ0

]

(N−1
j n(u)g) du = 0 for all g ∈ G and all

X ∈ U(g). Since the set
{

π(X)φ0

}

spans H(ζ) in Hilbert space sense, it

follows that for any f ∈ H(ζ), we have
∫ 1
0 f(N−1

j n(u)g) du = 0 for almost

all g ∈ G. (Cf. the proof of Prop. 8.2 in [Bo].)
Recall the definition of jΓ(·), just below (2.4).

Lemma 2.3. Let ζ ∈ Zrs and s = s(ζ) be as above. We then have for
each f ∈ W3(H) ∩H(ζ),

|f(p)| �
Γ
||f ||W3 · YΓ(p)1−s, ∀p ∈ Γ \ G.

Furthermore, if c
(j)
0 = 0 for some j ∈ {1, ..., κ} then for all p ∈ Γ \ G with

jΓ(p) = j we also have the stronger bound
∣

∣f(p)
∣

∣ �
Γ
||f ||W3.

Proof. The second statement follows from the proof of Lemma 2.2,
in view of our remarks above. We now prove the first statement. Let
φn = φn(ζ) be as above.

As before, we may assume f ∈ H∞ ∩H(ζ), Nj = ( 1 0
0 1 ) and and YΓ(p) =

Im g0(i) = B, where g0 ∈ G is a representative for p. Assume f =
∑

n∈2Z
dnφn. Each φn belongs to C∞(G)∩L2(Γ\G) and satisfies φn(g r(θ)) =

φn(g)einθ and �φn = λφn, where λ = s(1 − s) ∈ (0, 1
4). Now let Fn(g) =

∫ 1
0 φn(n(u) g) du. Then �Fn = λFn, and since Fn(n(x)a(y) r(θ)) = Fn(a(y))einθ

for all x, y, θ, and � = −y2
(

∂2

∂x2 + ∂2

∂y2

)

+ y ∂2

∂x∂θ in these coordinates, we ob-

tain −y2 ∂2

∂y2 Fn(a(y)) = λFn(a(y)), that is, ∂
∂yy2s ∂

∂yy−sFn(a(y)) = 0. Hence

Fn(a(y)) = Anys + A′
ny1−s for some constants An, A′

n ∈ C.
Using Nj = ( 1 0

0 1 ), (2.3) and Cauchy’s inequality, we now have

1 =

∫

Γ\G
|φn(g)|2 dg =

∫

F

∫

R/πZ

|φn(n(x)a(y) r(θ))|2 dθ
dxdy

y2

= π

∫ ∞

B

∫ 1

0
|φn(n(x)a(y))|2 dx

dy

y2
= π

∫ ∞

B
|Fn(a(y))|2 dy

y2
.

This forces An = 0 and A′
n �

Γ
1 (uniformly in n).

Now write g0 = n(x)a(y)r(θ) so that y = YΓ(p) and Fn(g0) = A′
ny1−seinθ,

and let nθ(t) be as in the proof of Lemma 2.2. We then have

y
∣

∣

∣

∫ 1/y

0
f(g0nθ(t)) dt

∣

∣

∣
=

∣

∣

∣

∫ 1

0
f(n(u)g0) du

∣

∣

∣
=

∣

∣

∣

∑

n∈2Z

dnFn(g0)
∣

∣

∣
(2.12)

�
∑

n∈2Z

|dn| · y1−s � ||f ||W1 · y1−s

by Cauchy’s inequality, since
∑

n∈2Z
(1 + n2)|dn|2 � ||f ||2W1

by (2.2).
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The proof is now completed as the proof of Lemma 2.2, using (2.10) and
(2.12). �

3. Bounding the deviation of ergodic averages

As before, we let Γ ⊂ G = PSL(2, R) be a cofinite Fuchsian group such
that M = Γ\H has at least one cusp, and we let π denote the representation
of G on H = L2(Γ \G) given by right translations. For any f ∈ H we write
(noting H ⊂ L1(Γ \ G))

〈f〉 =
1

vol(Γ \ G)

∫

Γ\G
f(g) dg.

This agrees with the definition in (1.2). Also recall the definition of s1 and

s
(j)
1 given in the introduction.

Proposition 3.1. For all f ∈ W4(H), p ∈ Γ \ G and T = 10 we have, if
j = jΓ(pa(T )),

1

T

∫ T

0
f(pn(t)) dt = 〈f〉 + O

(

||f ||W4

)

{

( T

YΓ

(

pa(T )
)

)− 1
2 · (log T )2

+
( T

YΓ

(

pa(T )
)

)s
(j)
1 −1

+ T s1−1

}

.(3.1)

The implied constant depends only on Γ.

Proof. For fixed p and T , notice that 1
T

∫ T
0 f(pn(t)) dt depends contin-

uously on f ∈ W4(H) with respect to the norm || · ||W4 , by Lemma 2.1. The
same is clearly true for 〈f〉, since || · ||W4 is stronger than || · ||. Hence by
the density of H∞ in W4(H), we may assume from start that f ∈ H∞.

Using H = Ho⊕Hct⊕Hrs we may assume from start that f ∈ Ho, f ∈ Hct

or f ∈ Hrs. Let Z
+
o = {ζ ∈ Zo | s(ζ) ∈ ( 1

2 , 1)} and H+
o = ⊕ζ∈Z

+
o
H(ζ) ⊂ Ho,

and let H−
o be the orthogonal complement of H+

o in Ho. Since Z
+
o and Zrs

are finite, we may in fact assume that one of the following holds: f ∈ H(ζ)
for some ζ ∈ Z

+
o ∪ Zrs, or f ∈ H−

o , or f ∈ Hct. (We still have f ∈ H∞.)
In the case when f is a constant function (i.e., f ∈ H(ζ) for the unique

ζ ∈ Zrs with s(ζ) = 1), (3.1) is trivial, and the error term vanishes. Hence,
from now on, we may assume that f is orthogonal to the space of constant
functions.

We will now recall the integral formula in [Bur] which lies at the heart
of the proof of [Bur, Theorem 2]1. We first have to recall the definition of
some auxiliary intertwining operators. Fix a number Y = 1 (we will later
take Y = T ). For each y = 1 we define Fy and Sy to be the intertwining

1We modify Burger’s formula to “T−1
R T

0
” instead of “(2T )−1

R T

−T
”. Also, we correct

a minor mistake in the case “α = 1
2
” in [Bur, pp. 788(**), 790(2),(3), etc.].
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operators H → H which are determined, via the integral decomposition of
H, by the following functions Z → C (we write s = s(ζ)):

fy(ζ) =











sys−1−(1−s)y−s

2s−1 , if Re s < 1, s 6= 1
2

2+log y
2
√

y , if s = 1
2

y−s, if s ∈ Z
+,

sy(ζ) =











ys−1−y−s

2s−1 , if Re s < 1, s 6= 1
2

log y√
y , if s = 1

2

0, if s ∈ Z
+.

Also, for each y > 0 we define Ty to be the intertwining operator H → H
determined by

ty(ζ) =











sy(ζ), if Re s < 1, y = 1

0, if Re s < 1, y < 1

ys−1
(max(1,y)1−2s−Y 1−2s

1−2s

)

, if s ∈ Z
+.

(3.2)

We record the following bounds (write Z
−
o = Zo − Z

+
o ):

sup
ζ∈Z

−

o ∪Zct

|fy(ζ)| 5
2 + log y

2
√

y
, sup

ζ∈Z
−

o ∪Zct

|sy(ζ)| 5
log y√

y
(∀y = 1);(3.3)

sup
ζ∈Z

−

o ∪Zct

|ty(ζ)| 5
2 log(y + 10)√

y + 1
(∀y ∈ (0, Y ]).

These bounds are easy to verify from the definitions, using the fact that
ζ ∈ Z

−
o ∪ Zct implies either s = 1

2 + it (t = 0) or s ∈ Z
+, and for s = 1

2 + it

(t > 0) we have fy(ζ) = cos(t log y)√
y + sin(t log y)

2t
√

y and sy(ζ) = y−s
∫ y
1 x2s−2 dx.

It follows from the bounds (3.3), and the fact that Z
+
o and Zrs are fi-

nite, that Fy, Sy and Ty are bounded operators H → H for each y, and
also bounded operators Wk(H) → Wk(H) for each k > 0, as well as con-
tinuous operators H∞ → H∞. One easily verifies that ty(ζ) is continu-
ous in y, uniformly with respect to ζ, viz., for each fixed y0 > 0 we have
supζ∈Z |ty(ζ)− ty0(ζ)| → 0 as y → y0. It follows from this that Ty is contin-
uous in y with respect to the operator norm in each space Wk(H) (k > 0):
||Ty − Ty0 ||Wk

→ 0 as y → y0.
Since our function f ∈ H∞ is orthogonal to the constants, the integral

formula from [Bur, Lemma 1 and pp. 790–791] now applies as follows:

1

T

∫ T

0
π(n(t))f dt =

1

T

∫ T

0
π(n(t)a(Y ))FY (f) dt(3.4)

− 1

2T

∫ T

0
π(n(t)a(Y ))SY

(

dπ(H)f
)

dt

+
1

T

∫ Y

0

[

1 − π(n(T ))
]

π(a(y))Ty

(

dπ(X−)f
)

dy.
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The first three integrals are well-defined as integrals of H∞-valued functions,
since the integrands therein are continuous functions from [0, T ] to H∞.
Similarly, the last integrand is a continuous function from (0, Y ] to H∞,

and hence if we replace
∫ Y
0 by

∫ Y
ε for any ε > 0, the last integral is well-

defined in H∞. Also, as ε → 0, the last integral certainly converges in H,
since the || · ||-norm of the integrand is uniformly bounded for y ∈ (0, Y ].

We first treat the case f ∈ Hct. Since s ∈ 1
2 + iR for all ζ ∈ Zct, we

may here replace
∫ Y
0 by

∫ Y
1 in the last line of (3.4), and all the integrals

then converge in H∞. For each fixed point p ∈ Γ \ G the map v 7→ v(p) is a
continuous linear functional on H∞, by Lemma 2.1. Applying this functional
to both sides of (3.4) we obtain

1

T

∫ T

0
f(pn(t)) dt =

1

T

∫ T

0

[

FY f
]

(pn(t)a(Y )) dt

− 1

2T

∫ T

0

[

SY dπ(H)f
]

(pn(t)a(Y )) dt

+
1

T

∫ Y

1

(

[

Tydπ(X−)f
]

(pa(y)) −
[

Tydπ(X−)f
]

(pn(T )a(y))
)

dy.

By Lemma 2.1 we have |v(x)| � ||v||W3YΓ(x)
1
2 for all v ∈ H∞ and all

x ∈ Γ \ G. Using (3.3) we also have ||FY f ||W3 5 2+log Y

2
√

Y
||f ||W3 . Similarly,

||SY dπ(H)f ||W3 � log Y√
Y
||f ||W4 and ||Tydπ(X−)f ||W3 � log y√

y ||f ||W4 for all

y = 1 (cf. (3.2)).
Let us now take Y = T . Using the relation n(u)a(y) = a(y)n(u/y) and

(2.5), (2.6), we see that for all t ∈ [0, T ] and all y ∈ [1, T ]:

YΓ(pn(t)a(Y )) = YΓ(pa(T )n(t/T )) 5 4 · YΓ(pa(T ));

YΓ(pn(T )a(y)) = YΓ(pa(T )n(1)a(y/T )) 5
4T

y
· YΓ(pa(T ));

YΓ(pa(y)) 5
T

y
· YΓ(pa(T )).

Using these inequalities we obtain
∣

∣

∣

∣

1

T

∫ T

0
f(pn(t)) dt

∣

∣

∣

∣

� 1

T

∫ T

0

1 + log T√
T

||f ||W4 ·
√

YΓ(pa(T )) dt

+
1

T

∫ T

1

log y√
y

· ||f ||W4 ·
√

T

y
· YΓ(pa(T )) dy

� ||f ||W4 ·
( T

YΓ(pa(T ))

)− 1
2
(log T )2.

This completes the proof in the case f ∈ Hct.
Now assume f ∈ H(ζ) for some ζ ∈ Z

+
o ∪ Zrs, and that f is orthogonal

to the constant functions. Let s = s(ζ) ∈ ( 1
2 , 1). In (3.4), the intertwining

operator FY is now simply multiplication with fy(ζ), and similarly for SY
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and Ty. We may apply the above argument, with the only differences that
now by Lemma 2.2 and Lemma 2.3, |v(x)| � ||v||W3YΓ(x)1−s for all v ∈
H(ζ) ∩ H∞ and all x ∈ Γ \ G, and furthermore ||FY f ||W3 �

Γ
Y s−1||f ||W3 ,

||SY dπ(H)f ||W3 �
Γ

Y s−1||f ||W4 , and ||Tydπ(X−)f ||W3 �
Γ

ys−1||f ||W4 for
all y = 1. We obtain

∣

∣

∣

∣

1

T

∫ T

0
f(pn(t)) dt

∣

∣

∣

∣

�
Γ
||f ||W4

( T

YΓ(pa(T ))

)s−1
.(3.5)

This implies the desired bound whenever 1
2 < s 5 s

(j)
1 , since, writing r =

T/YΓ(pa(T )), we then have rs−1 5 max(r−1/2, rs
(j)
1 −1). Clearly, (3.5) also

implies the desired bound whenever YΓ(pa(T )) � 1, since s 5 s1.

Next, assume s
(j)
1 < s < 1 and YΓ(pa(T )) large. By the definition of

s
(j)
1 and the second bound in Lemma 2.3 (or by Lemma 2.2, if ζ ∈ Z

+
o )

we have v(x) �
Γ

||v||W3 for all v ∈ H(ζ) ∩ H∞ and all x ∈ Γ \ G with
jΓ(x) = j = jΓ(pa(T )).

Let us take B > 1 as in (2.3) so large that that the cuspidal regions
N
−1
k

(

[0, 1] × [B,∞)
)

⊂ F are pairwise disjoint; clearly then jΓ(z) = j
for all z ∈ H with Im Nj(z) = B. We may assume Im Njg a(T )(i) =

4B for some representative g ∈ G for p, since YΓ(pa(T )) is large and
jΓ(pa(T )) = j. By the proof of (2.6) we then have Im Njg n(t)a(T )(i) =
Im Njg a(T )n(t/T )(i) = B for all t ∈ [0, T ], and thus v(pn(t)a(T )) �

Γ
||v||W3 for all t ∈ [0, T ] and all v ∈ H(ζ) ∩H∞.

Furthermore, if Im Njg n(T )a(y)(i) < B for some y ∈ [1, T ] then y <
T by what we have just noted, and we may find y0 ∈ (y, T ] such that
YΓ(g n(T )a(y0)) = Im Njg n(T )a(y0)(i) = B, and thus by (2.5),
YΓ(g n(T )a(y)) 5 By0/y �

Γ
T/y. Hence we conclude that v(pn(T )a(y)) �

Γ

(T/y)1−s||v||W3 for all y ∈ [0, T ] and v ∈ H(ζ)∩H∞. Similarly, v(pa(y)) �
Γ

(T/y)1−s||v||W3 . Using these inequalities and computing as above, we obtain

∣

∣

∣

∣

1

T

∫ T

0
f(pn(t)) dt

∣

∣

∣

∣

�
Γ
||f ||W4T

s−1.(3.6)

This implies the desired bound, since s 5 s1.
Finally we treat the case f ∈ H−

o , by a similar argument as in [Bur, p. 791]:
It follows from Lemma 2.2 that the supremum norm N(f) = supp∈Γ\G |f(p)|
is a well defined and continuous function on H−

o ∩H∞. Write

vε =
1

T

∫ Y

ε

[

1 − π(n(T ))
]

π(a(y))Ty

(

dπ(X−)f
)

dy ∈ H−
o ∩H∞;

then the last line in (3.4) is the same as v0 = limε→0+ vε (limit in the norm
|| · ||). The norm N is clearly invariant under π(g), for all g ∈ G, and hence
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by Lemma 2.2 and (3.3),

N(vε) 5
2

T

∫ Y

ε
N

(

Tydπ(X−)f
)

dy �Γ
2

T

∫ Y

ε
||Tydπ(X−)f ||W3 dy

�
√

Y log(Y + 1)

T
· ||f ||W4 .

Similar estimates also show that {vj−1}∞j=1 is a Cauchy sequence with respect

to the norm N(·). Hence there exists a function w in Cb(Γ\G), the space of
bounded continuous functions on Γ\G, such that N(vj−1−w) → 0 as j → ∞.

But using the fact that ||v|| 5
√

vol(Γ \ G) · N(v) for all v ∈ Cb(Γ \ G), we
see that we must have w = v0, and hence N(v0) = limj→∞ N(vj−1) �
T−1

√
Y log(Y + 1) · ||f ||W4 .

The other integrals in (3.4) are dealt with more easily, since they are
convergent in H∞. We obtain

∣

∣

∣

∣

1

T

∫ T

0
f(pn(t)) dt

∣

∣

∣

∣

5 N
( 1

T

∫ T

0
π(n(t))f dt

)

(3.7)

� 1 + log Y√
Y

· ||f ||W4 +

√
Y log(Y + 1)

T
· ||f ||W4 .

Taking Y = T again gives the desired result, and the proof is complete. �

Note that Proposition 3.1 does not imply the fact that each non-closed
horocycle goes asymptotically equidistributed. The problem is that there ex-

ist non-closed horocycles for which
(

T/YΓ(pa(T ))
)− 1

2 (log T )2 does not tend
to 0. We will now prove Theorem 1 (cf. p. 2), which rectifies this problem,
at the price of also having to use the weighted supremum norm || · ||Nα in
the bounds. The proof is carried out by splitting the long horocycle into
several pieces, and applying Proposition 3.1 to each piece except possibly
one. On the exceptional piece we instead use a supremum bound. We first
prove a simple lemma.

Lemma 3.2. For any given g ∈ G, j ∈ {1, ..., κ} and W ∈ Γ we have

YΓ(g) 5 max
(

Im NjWg(i), (Im NjWg(i))−1
)

,

with equality whenever Im NjWg(i) = 1.

Proof. Writing z = NjWg(i) we need to prove Im Nj′W
′g(i) 5

max(Im z, (Im z)−1), for any given j ′ ∈ {1, ..., κ} and W ′ ∈ Γ. Now if
U = ( ∗ ∗

c d ) = Nj′W
′W−1

N
−1
j we have either |c| = 1 or U = ( 1 ∗

0 1 ) (cf., e.g.,

[St, Lemma 2.3]) and hence either Im Nj′W
′g(i) = Im U(z) = Im z

|cz+d|2 5

|c|−2(Im z)−1 5 (Im z)−1 or Im Nj′W
′g(i) = Im U(z) = Im z. �

Proof of Theorem 1. Without loss of generalization we may take α
close to 1

2 ; in particular, we may assume that α > 1 − s(ζ) for all ζ ∈ Zrs.
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Notice that by (1.1), (2.7), the variable r in (1.4) satisfies

(3.8) C1
T

YΓ(pa(T ))
5 r 5 C2

T

YΓ(pa(T ))

for some constants C1 = C1(Γ, p0), C2 = C2(Γ, p0). By the proof of Propo-
sition 3.1 (cf. (3.5), (3.6), (3.7)), it now follows that (1.4) holds whenever
f ∈ Ho⊕Hrs. Notice also that if f0 denotes the projection of f to Ho⊕Hrs,
then ||f0||Nα �

Γ,α
||f ||W4 (and thus ||f − f0||Nα �

Γ,α
||f ||W4 + ||f ||Nα).

This follows from Lemma 2.2, Lemma 2.3 and our assumption α > 1 − s(ζ)
for all ζ ∈ Zrs. Because of these facts we may from now on assume that
f ∈ Hct.

Let p ∈ Γ \ G and T = 10 be given. In view of Proposition 3.1, we

may assume T = 1010 and YΓ(pa(T )) = T 9/10 from start. Now there is a
representative g ∈ G for p and some j = jΓ(pa(T )) ∈ {1, ..., κ} such that
YΓ(pa(T )) = Im Njga(T )(i). Then

(3.9) YΓ(pa(T )) =
1

c2T + d2/T
, where Njg =

(

∗ ∗
c d

)

.

We choose signs so that c = 0. It then follows from YΓ(pa(T )) = T 9/10

that c2T 5 T−9/10, d2/T 5 T−9/10 and thus 0 5 c 5 T−19/20 < 10−9 and

|d| 5 T 1/20.
Below, we will make a specific choice of points 0 = τ0 < τ1 < ... < τn = T ,

for some n ∈ Z
+. Writing Tk = τk+1 − τk we then have

1

T

∫ T

0
f(pn(t)) dt =

n−1
∑

k=0

Tk

T

( 1

Tk

∫ Tk

0
f(pn(τk + t)) dt

)

.(3.10)

Assuming Tk = 10 for each k we may apply Proposition 3.1 to each term,
obtaining

1

T

∫ T

0
f(pn(t)) dt = O

(

||f ||W4

)

n−1
∑

k=0

Tk

T
·
√

YΓ

(

pn(τk)a(Tk)
)

Tk
· (log Tk)

2.

(3.11)

(Notice that 〈f〉 = 0, and that the last two terms in (3.1) may be ignored,
since f ∈ Hct.) Let us define dk = d+cτk, so that Njg n(τk) =

( ∗ ∗
c dk

)

. Then

Im Njgn(τk)a(Tk)(i) = (c2Tk + d2
k/Tk)

−1 and c2Tk 5 c2T 5 10−9. We will
choose the sequence τ0, ..., τn in such a way that for all k ∈ {0, 1, ..., n − 1}
except at most one k, we have

(3.12) 1
5 5 d2

k/Tk 5 1
2 .

Let us call the exceptional index k0, if it exists. Write M = {0, 1, ..., n− 1} \
{k0} if k0 exists, and otherwise M = {0, 1, ..., n − 1}. It then follows from
Lemma 3.2 that YΓ(pn(τk)a(Tk)) 5 5 for all k ∈ M. Notice also that for all
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k ∈ M we have Tk 5 5d2
k 5 5(|d| + cT )2. Hence we obtain from (3.10) and

(3.11),

1

T

∫ T

0
f(pn(t)) dt = O

(

||f ||W4

)

· log2(|d| + cT + 2)

T
·
∑

k∈M

|dk|

+
[

If k0 exists:
1

T

∫ Tk0

0
f(pn(τk0 + t)) dt

]

.(3.13)

The last conditions which we impose on the sequence 0 = τ0 < τ1 < ... <
τn = T are the following:

∀k ∈ M : [dk, dk+1] ∩ (−100, 100) = ∅;(3.14)

If k0 exists: [dk0 , dk0+1] ⊂ [−200, 200].(3.15)

Before giving the detailed verification that a sequence {τk} satisfying our
conditions does indeed exist, we will show how to prove (1.4) using all our
assumptions.

Notice that (3.12) implies 2cd2
k 5 dk+1−dk 5 5cd2

k for all k ∈ M, and here

c|dk| 5 c(|d| + cT ) 5 2T−9/10 < 10−8. Hence for all k ∈ M, the numbers dk

and dk+1 have the same sign, and |x| < 2|dk| for all x ∈ [dk, dk+1]. Hence
∫ dk+1

dk
|x|−1 dx > (dk+1 − dk)/2|dk| = c|dk| for all k ∈ M. If c > 0 we may

now conclude that the first error term in (3.13) is

5 O
(

||f ||W4

)

· log2(|d| + cT + 2)

cT
·
∫

[d0,dn]\(−100,100)

dx

|x| .

But d0 = d and dn = d + cT . Notice that

∫

[d,d+cT ]\(−100,100)

dx

|x| �
{

cT/|d| if |d| > 2cT

log(cT + 2) if |d| 5 2cT.

Hence, using (3.9), we see that the first error term in (3.13) is

(3.16) 5 O
(

||f ||W4

)

·
√

YΓ(pa(T ))

T
· log3

( T

YΓ(pa(T ))
+ 2

)

.

In the remaining case, c = 0, we have dk = d for all k, YΓ(pa(T )) = T/d2

by (3.9), and by adding 2d2 5 Tk (cf. (3.12)) over k ∈ M we see that
|M| 5 T/2d2. Hence the first error term in (3.13) is bounded by (3.16) also
when c = 0.

We now turn to the k0-term in (3.13). Assuming that k0 exists, we have
by (3.15)

−200 5 dk0 + ct 5 200 for all t ∈ [0, Tk0 ].

Hence Im Njgn(τk0+t)(i) = (c2+(dk0+ct)2)−1 � 1 (for recall 0 5 c < 10−9),
and by Lemma 3.2, YΓ(pn(τk0 + t)) � (c2 +(dk0 + ct)2)−1 for all t ∈ [0, Tk0 ].
But by (1.3) and (2.7) we have

∣

∣f(pn(τk0 +t))
∣

∣ �
Γ
||f ||Nα ·YΓ(pn(τk0 +t))α.
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If c > 0, then it follows that the k0-term in (3.13) is

� ||f ||Nα · 1

T

∫ Tk0

0
(c2 + (dk0 + ct)2)−α dt

5
||f ||Nα

T

∫ 200/c

−200/c
(c2 + (ct)2)−α dt � ||f ||Nα

cT
,

where we used α < 1
2 . If |d| < 104cT then by (3.9) we obtain

� ||f ||Nα

√

YΓ(pa(T ))

T
,

and hence (1.4) holds.
The remaining case, |d| = 104cT , is easy: In this case dk0 ∈ [d, d + cT ]

and (3.15) imply |d + ct| 5 201 for all t ∈ [0, T ] (in particular |d| 5 201).
This gives YΓ(pn(t)) � |d|−2, by the same argument as above, and hence

|f(pn(t))| � ||f ||Nα · |d|−2α � ||f ||Nα · |d|−1, ∀t ∈ [0, T ].

We also have YΓ(pa(T )) = T/2d2 by (3.9); hence (1.4) is true by simple
inspection (without using (3.13)).

We now conclude the proof by showing that it is indeed possible to choose
a sequence satisfying all the assumptions made above.

If c = 0 and |d| > 100 then one easily checks that we may take n as the
largest integer 5 T/2d2 (thus n = 108) and τk = kT/n for k = 0, 1, ..., n.
If c = 0 and |d| 5 100 we may clearly take simply n = 1, τ0 = 0, τ1 = T .
Otherwise, if c > 0, it suffices to construct a sequence {dk}n

k=0 satisfying
d = d0 < d1 < ... < dn = d + cT and (3.14), (3.15) and

(3.17) ∀k ∈ M : 2cd2
k 5 dk+1 − dk 5 5cd2

k.

(For if we then define τk = (dk − d)/c and Tk = τk+1 − τk, we will have
1
5 5 d2

k/Tk 5 1
2 , ∀k ∈ M, because of (3.17), and also Tk = 10, ∀k ∈ M,

because of (3.14), (3.17).)
The existence of such a sequence {dk}n

k=0 is now quite obvious, once we
observe (in connection with (3.17)) that for any x ∈ [d, d + cT ] we have
5cx2 5 5c(|d| + cT )|x| 5 10−8|x|.

For example, if d 5 −200 and d + cT = 200 we may define dk recursively
by d0 = d and dk+1 = dk+2cd2

k for k = 0, 1, ... until we get dk ∈ [−200,−199]
for some k; then set k0 = k, dk0+1 = 100. We continue by letting (again)
dk+1 = dk + 2cd2

k for k = k0 + 1, k0 + 2, ... until we obtain dk 5 d + cT <
dk+1 for some k = n. We may then redefine dn as dn = d + cT (leaving
d0, d1, ..., dn−1 intact); it is easy to verify that (3.17) remains true also for
k = n− 1, and that the sequence {dk}n

k=0 has all the desired properties. On
the other hand, if d 5 −200 and −100 5 d + cT < 200, we apply the above
construction up until the definition of dk0 ∈ [−200,−199], and then simply
let dk0+1 = d+cT and n = k0 +1, again obtaining a valid sequence {dk}n

k=0.
Similar constructions can be made in all the remaining cases. �
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Remark 3.3. Note that Proposition 3.1 remains true if the left side in

(3.1) is replaced by 1
T

∫ 0
−T f(pn(t)) dt and the right side is left unchanged.

To see this we need merely apply Proposition 3.1 to the point q = pn(−T ),
and observe that YΓ(q a(T )) = YΓ(pa(T )n(−1)) = c · YΓ(pa(T )) for some
1
4 5 c 5 4, by (2.6). A similar remark holds for Theorem 1.

Remark 3.4. Note that Proposition 3.1 and Theorem 1 apply also when
{ht(p)} is a closed horocycle. In particular they can be used to derive
stronger versions of the main theorem in [St], concerning subsegments of
long closed horocycles. To see this, let us assume that N1 = ( 1 0

0 1 ), so that ∞
is a cusp with Γ∞ =

[

( 1 1
0 1 )

]

, and let p ∈ Γ\G be the point represented by the
element n(x)a(y) ∈ G, for some x ∈ R, 0 < y < 0.1. Then {ht(p)} is a closed
horocycle of length 1/y. For any 10 5 T 5 1/y we now have YΓ(pa(T )) =
YΓ(n(x)a(yT )) 5 (yT )−1, by Lemma 3.2, and hence Theorem 1 gives (using
(3.8))

1

T

∫ T

0
f(pn(t)) dt = 〈f〉 + O

(

||f ||W4

){

T−1y−
1
2 log3(T 2y + 2)

+T 2s′1−2ys′1−1 + T s1−1
}

+O
(

||f ||Nα

)

· T−1y−
1
2 ,

and Proposition 3.1 gives

1

T

∫ T

0
f(pn(t)) dt = 〈f〉+O

(

||f ||W4

){

T−1y−
1
2 (log T )2+T 2s′1−2ys′1−1+T s1−1

}

.

Here s′1 = maxj s
(j)
1 . Both these estimates give effective versions of [St,

Thm. 1], for given any δ > 0 the error terms tend uniformly to 0 as y → 0

if we keep y−
1
2
−δ 5 T 5 y−1.

4. Ω-results due to cuspidal excursions

In this section we will prove various Ω-results for the deviation of ergodic
averages for the horocycle flow, using comparatively elementary observations
on the cuspidal excursions made by the horocycle orbit.

First, we give an example which shows that the norm || · ||Nα in the right
hand side of (1.4) in Theorem 1 cannot be replaced by a Sobolev norm of
any order. For convenience, let us make a specific choice of the operator ∆
in the definition of the Sobolev norm || · ||Wk

on p. 6:

∆ = −1
4

(

H2 + 2(X+)2 + 2(X−)2
)

= � − 1
2(X+ − X−)2,

cf. (2.1). This operator acts as the Laplace operator −y2( ∂2

∂x2 + ∂2

∂y2 ) on any

function G → C which factors through the standard projection G → H.
Now fix a constant δ ∈ ( 1

2 , 1), and let F ∈ C∞(R+) be a smooth non-
negative function such that F (y) = 0 for 0 < y 5 2 and

F (y) =
√

y (log y)−δ for y = 3.
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We then define a function f ∈ C(Γ \ G) by

f(g) = F (YΓ(g)).

Given any g0 ∈ G for which f(g0) > 0, we have Im NjWg0(i) = YΓ(g0) > 2
for some j ∈ {1, ..., κ} and W ∈ Γ. Hence by Lemma 3.2, YΓ(g) =
Im NjWg(i) holds for all g in some neighbourhood of g0. It follows from

this that f is smooth, and that ∆kf(g) = Fk(YΓ(g)) for k = 1, 2, ..., where

Fk(y) = (−y2 ∂2

∂y2 )kF (y). One checks by a quick computation that for each

k we have |Fk(y)| �k
√

y (log y)−δ for all y = 2, and of course Fk(y) = 0 for
0 < y 5 2. It now follows that

∫

Γ\G
|∆kf(g)|2 dg < ∞ for each k ∈ Z

+,

as one verifies by splitting the fundamental region F into a compact part and
κ cuspidal regions (cf. (2.3)), and using

∫ ∞
2 y(log y)−2δ dy/y2 < ∞. Hence

||f ||Wk
< ∞ for each k, and it also follows that f ∈ H∞.

Note, however, that ||f ||Nα = ∞ for each α ∈ (0, 1
2).

Proposition 4.1. Let f ∈ C∞(G) ∩ C(Γ \ G) be as above. Then there
exists a point p ∈ Γ \ G for which

(4.1) lim sup
T→∞

1

T

∫ T

0
f(pn(t)) dt = ∞.

In particular, (4.1) implies that {pn(t) | t ∈ R} is not a closed horocy-
cle on Γ \ G, and hence by Theorem 1, for any function f1 ∈ C(Γ \ G) ∩
C4(G) such that ||f1||W4 < ∞ and ||f1||Nα < ∞ for some α < 1

2 , we have
1
T

∫ T
0 f1(pn(t)) dt → 〈f1〉 as T → ∞. Proposition 4.1 shows that the corre-

sponding statement for f does not hold.
Proof. After an auxiliary conjugation we may assume that Nj = ( 1 0

0 1 )
for some j, so that Γ \ G has a cusp at ∞, and Γ∞ =

[

( 1 1
0 1 )

]

.
It is well-known that the cusps equivalent to ∞ are dense on the real

line (cf., e.g., [P]). In other words one knows that for any non-empty open
interval I ⊂ R there is some g ∈ Γ such that g−1(∞) ∈ I. Notice that
g−1(∞) = −d

c if g =
(

a b
c d

)

, and that by Shimizu’s lemma, |c| = 1 (cf. [Sh,
Lemma 4], or [Mi, Lemma 1.7.3]). We will use these facts in the construction
below.

By definition F (y) = 0 and
∫ ∞
4 F (y) dy/y3/2 = ∞. Hence there exists a

decreasing function h : R
+ → (0, 1

2) such that

∀B > 0 : 0 < ` 5 h(B) =⇒
∫ `−2

4
F (y)

dy

y3/2
> B.

Of course, we necessarily have limB→∞ h(B) = 0.
We will now make a recursive definition of a sequence of elements gk =

( ∗ ∗
ck dk

)

∈ Γ and open non-empty intervals (1, 2) ⊇ I1 ⊇ I2 ⊇ .... We first
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take g1 = ( ∗ ∗
c1 d1

) ∈ Γ arbitrary with 1 < g−1
1 (∞) < 2, and let

I1 =
(

1, 2
)

⋂

(

g−1
1 (∞), g−1

1 (∞) + |c1|−1h(|d1|)
)

.

Clearly then (1, 2) ⊇ I1 6= ∅. For k = 2, assuming that g1, ...gk−1 and (1, 2) ⊇
I1 ⊇ ... ⊇ Ik−1 6= ∅ have already been defined, we take gk =

( ∗ ∗
ck dk

)

∈ Γ

arbitrary with g−1
k (∞) ∈ Ik−1, and then let

Ik = Ik−1

⋂

(

g−1
k (∞), g−1

k (∞) + |ck|−1h(k|dk |)
)

.

Clearly then (1, 2) ⊇ I1 ⊇ ... ⊇ Ik−1 ⊇ Ik 6= ∅, and the definition may be
iterated indefinitely.

We have |ck| = 1 by Shimizu’s lemma, for all k, and hence |dk| > 1, since

−dk

ck
= g−1

k (∞) ⊆ (1, 2). We choose signs so that ck = 1 and dk < −1.

Hence |Ik| = c−1
k h(k|dk|) → 0 as k → ∞.

It follows that there is a unique point α ∈ [1, 2] which belongs to the
closure of each interval Ik. Now let p ∈ Γ \ G be the point given by g =
(

α 0
1 α−1

)

∈ G. We will prove that (4.1) holds for this point p.
Since f is Γ-invariant we have, for any k and any T > 0,

1

T

∫ T

0
f(pn(t)) dt =

1

T

∫ T

0
f(gkg n(t)) dt.

Let us define γk = ckα + dk and δk = dk/α, so that

gkg n(t) =

(

∗ ∗
γk γkt + δk

)

.

Then dk 5 δk 5 dk/2 < −1
2 . It follows from our construction that the

sequence of lower endpoints of the intervals I1, I2, ... is strictly increasing,
and hence α is larger than each of these. Hence by the definition of Ik

we must have g−1
k (∞) < α 5 g−1

k (∞) + c−1
k h(k|dk|) for all k, and thus

0 < γk 5 h(k|dk|) < 1
2 . This implies that

∫ γ−2
k

4
F (y)

dy

y3/2
> k|dk|.
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Taking T = (−δk + 1/2)/γk > 0 and writing T ′ = (−δk − 1/2)/γk ∈
(

0, T
)

,
we find by using Lemma 3.2 with Nj = ( 1 0

0 1 ),

1

T

∫ T

0
f(pn(t)) dt =

1

T

∫ T

T ′

F (YΓ(
( ∗ ∗

γk γkt+δk

)

)) dt

=
2

T

∫ 1/2γk

0
F ((γ2

k + (γkt)
2)−1) dt =

1

Tγk

∫ γ2
k
+1/4

γ2
k

F (u−1)
du

√

u − γ2
k

=
1

Tγk

∫ γ2
k
+1/4

γ2
k

F (u−1)
du√

u
=

1

Tγk

∫ γ−2
k

4
F (y)

dy

y3/2

>
k|dk|
Tγk

=
k|dk|

|δk| + 1/2
=

k|dk|
|dk| + 1/2

>
2k

3
→ ∞,

as k → ∞. We also have T → ∞ as k → ∞. Hence p satisfies (4.1). �

The next proposition shows that at least if there are no small eigenvalues
present, then the error terms in Theorem 1 (and in Proposition 3.1) are in
a certain sense close to being optimal, at least for one of the limits T → ∞
and T → −∞ (recall Remark 3.3).

Proposition 4.2. Given a continuous function f ∈ C(Γ \G) of compact
support and with 〈f〉 6= 0, there exist positive constants C1 = C1(Γ, f) and
C2 = C2(Γ, f) such that the following holds. For any p ∈ Γ\G and any u0 >
C2 such that YΓ(pa(u0)) 5 u0 and such that the function u 7→ YΓ(pa(u))
takes a local maximum at u = u0, there exists some T ∈ [u0, 2u0] such that
either

∣

∣

∣

1

T

∫ T

0
f(pn(t)) dt − 〈f〉

∣

∣

∣
= C1

( T

YΓ(pa(T ))

)− 1
2

(4.2)

or
∣

∣

∣

1

T

∫ 0

−T
f(pn(t)) dt − 〈f〉

∣

∣

∣
= C1

( T

YΓ(pa(T ))

)− 1
2

(4.3)

Before proving this proposition, let us clarify its role by noting that for
any non-closed horocycle there exist arbitrarily large numbers u0 satisfying
the stated assumptions:

Lemma 4.3. Given p ∈ Γ \ G such that the horocycle {pn(t)} is non-
closed, we have limu→∞ u/YΓ(pa(u)) = ∞, and there exist arbitrarily large
numbers u0 > 0 such that the function u 7→ YΓ(pa(u)) takes a local maxi-
mum at u = u0.

Proof. By [R3, Prop. 1.1]) there exists a compact subset K ⊂ Γ \ G such
that for any p for which the horocycle {pn(t)} is non-closed, the geodesic
{pa(u)} keeps returning to K as u → ∞. Hence limu→∞ u/YΓ(pa(u)) = ∞
(using (2.5)).
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To prove the second statement, we may assume that YΓ(pa(u)) stays
bounded for all u > 0 (for otherwise the desired statement follows directly
using continuity and the fact that {pa(u)} keeps returning to K). Then

K1 =
⋂

u1>0

{pa(u) | u = u1}

is a compact non-empty subset of Γ \ G, and hence there is a point q ∈ K1

such that YΓ(q) = YΓ(q′) for all q′ ∈ K1. Clearly q a(t) ∈ K1 for all t > 0.
Also, the function t 7→ YΓ(q a(t)) is easily seen to be non-constant on any
non-empty open interval t ∈ I ⊂ R

+, for if I is of finite length then there
exists a finite subset M ⊂ PSL(2, R) (depending on Γ, q, I) such that

YΓ(q a(t)) = max
{

(c2t + d2/t)−1
∣

∣

(

a b
c d

)

∈ M
}

, ∀t ∈ I.

Hence we may fix some numbers 0 < t1 < 1 < t2 such that YΓ(q a(t`)) <
YΓ(q) for ` = 1, 2. By continuity, we now have

(4.4) YΓ(q′ a(t`)) < YΓ(q′) (` = 1, 2)

for all points q′ ∈ Γ \G lying sufficiently close to q. Hence by the definition
of K1 we see that for each U > 0 there exists some number u2 > U such
that (4.4) holds for q′ = pa(u2). It then follows that u 7→ YΓ(pa(u)) takes
a local maximum for some u0 ∈ [u2t1, u2t2]. �

Proof of Proposition 4.2 Let m
Γ

= infg∈G YΓ(g) > 0. Since f has
compact support on Γ \ G, we may fix C3 > 1 such that f(g) = 0 whenever
YΓ(g) = C3. Let C2 = C3/mΓ

.
Take p, u0 such that the assumptions hold. Now we can find a represen-

tative g ∈ G for p and some j ∈ {1, ..., κ} such that

YΓ(pa(u0)) = Im Njga(u0)(i) =
1

c2u0 + d2/u0
, Njg =

(

∗ ∗
c d

)

, c = 0.

By (2.4) we also have YΓ(pa(u)) = (c2u + d2/u)−1 for all u > 0. Hence
since YΓ(pa(u)) takes a local maximum at u = u0, we necessarily have

c > 0, d 6= 0, u0 =
|d|
c

, YΓ(pa(u0)) =
1

2c|d| .

Now m
Γ

5 YΓ(pa(u0)) 5 u0 and u0 > C2 = C3/mΓ
imply c < 1/

√
2C3 and

|d| = 1/
√

2. Notice that Im Njgn(t)(i) = (c2 + (ct + d)2)−1 > ((2C3)
−1 +

(ct + d)2)−1, and hence for each t ∈ R with |t + d/c| 5 (c
√

2C3)
−1 we have

Im Njgn(t)(i) > C3, so that YΓ(gn(t)) > C3, and thus f(gn(t)) = 0. Hence,
writing

T1 = u0 =
|d|
c

and T2 = u0 +
1

c
√

2C3
,

we have f(gn(t)) = 0 either for all t ∈ [T1, T2] (if d < 0), or for all t ∈
[−T2,−T1] (if d > 0). Let us assume d < 0; we then conclude

∫ T1

0 f(g n(t)) dt =
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∫ T2

0 f(g n(t)) dt, and hence

〈f〉
c
√

2C3
=

(

∫ T1

0
f(g n(t)) dt − T1〈f〉

)

−
(

∫ T2

0
f(g n(t)) dt − T2〈f〉

)

.

It follows that

(4.5)
∣

∣

∣

∫ T`

0
f(g n(t)) dt − T`〈f〉

∣

∣

∣
=

|〈f〉|
2c
√

2C3

for at least one ` ∈ {1, 2}. But using C3 > 1 and |d| = 1/
√

2 one checks
that u0 = T1 < T2 < 2u0. Hence by (2.5), we also have YΓ(pa(T2)) 5

2YΓ(pa(T1)) = (c|d|)−1. Hence, for the same ` as in (4.5),

∣

∣

∣

1

T`

∫ T`

0
f(g n(t)) dt − 〈f〉

∣

∣

∣
=

∣

∣〈f〉
∣

∣

4|d|√2C3
=

∣

∣〈f〉
∣

∣

4
√

2C3
·
( T`

YΓ(pa(T`))

)− 1
2
.

This means that (4.2) holds with C1 =

∣

∣〈f〉
∣

∣

4
√

2C3
and T = T` ∈ [u0, 2u0]. In the

other case, d > 0, exactly the same argument leads to (4.3). �

It seems that these elementary methods do not allow us to prove a similar
lower bound separately for the two cases T → ∞ and T → −∞; such a
lower bound (only slightly weaker by a logarithm factor) will be obtained in
Proposition 5.1 below using more difficult methods.

However, studying only cuspidal excursions we can at least obtain a

Ω(T− 1
2 )-result for T → ∞, as is seen in the next proposition.

Proposition 4.4. Given a continuous function f ∈ C(Γ \G) of compact
support and with 〈f〉 6= 0, there exists a positive constant C1 = C1(Γ, f)
such that for any p ∈ Γ \ G for which {pn(t)} is a non-closed horocycle,
there is a sequence 1 < T1 < T2 < ... with limk→∞ Tk = ∞ such that

∣

∣

∣

1

T

∫ T

0
f(pn(t)) dt − 〈f〉

∣

∣

∣
= C1T

− 1
2(4.6)

for each T = Tk.

Proof. We first introduce some new notation. We write µ(g) := a2+b2+
c2 + d2 = 2 for g =

(

a b
c d

)

∈ G. We also write µj(g) := infn∈Z µ(gT
n
j ) (recall

Γηj
= [Tj], cf. p. 7). Let A be the linear fractional map A(z) = (z−i)/(z+i)

which maps H onto the unit disk. We define a metric ρ on ∂H = R ∪ {∞}
by ρ(z, w) := |A(z) − A(w)| for z, w ∈ ∂H (here A(z), A(w) lie on the unit
circle). Note that ρ(g(z), g(w)) �g ρ(z, w) for all g ∈ G, z, w ∈ ∂H. We

agree to write z ≺ w to indicate that z, w ∈ ∂H, ρ(z, w) < 1
10 and A(w) is

obtained from A(z) by a short rotation in the positive direction along the
unit circle. Note that if w ∈ R lies sufficiently close to a fixed point z ∈ R,
then z ≺ w ⇐⇒ z < w.

By Patterson, [P, p. 545, Thm. 1], there exists a constant CΓ > 0 such
that for all α ∈ ∂H and all X = 2 there are some j ∈ {1, ..., κ} and γ ∈ Γ
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such that

(4.7) µj(γ) 5 X and ρ(γ(ηj), α) 5
CΓ

√

µj(γ)X
.

By the same theorem there also exists a constant C ′
Γ > 0 such that for all

j, j′ ∈ {1, ..., κ} and γ, γ ′ ∈ Γ one has

(4.8) γ′(ηj′) 6= γ(ηj) =⇒ ρ(γ′(ηj′), γ(ηj)) >
C ′

Γ
√

µj′(γ′)µj(γ)
.

(In [P, p. 545, Thm. 1] these two facts are stated with µ in place of µj , µj′ ,
but this is clearly equivalent to (4.7), (4.8), since γT

n
j (ηj) = γ(ηj) for all n.)

Now fix p ∈ Γ \ G, let g0 ∈ G be a representative for p, and let α =
g0(∞) ∈ ∂H. We assume that {pn(t) | t ∈ R} is not a closed horocycle.
This means that α is not a cusp, i.e. γ(ηj) 6= α for all γ ∈ Γ, j ∈ {1, ..., κ}.
We wish to prove that there exist good approximations γ(ηj) to α with
γ(ηj) ≺ α. More precisely, we claim that there exists a constant C ′′

Γ > 0
such that for any given X0 > 0 there exist some X = X0, j ∈ {1, ..., κ} and
γ ∈ Γ such that

(4.9) µj(γ) 5 X; γ(ηj) ≺ α; and ρ(γ(ηj), α) 5
C ′′

Γ
√

µj(γ)X
.

To prove this, let us assume from start that X0 > 104(1+C2
Γ)·max(1, 1/C ′

Γ);
this ensures that all points on ∂H considered in the argument below lie close
to each other in the ρ-metric, so that the relation ≺ is well defined. To start
with, we choose j ∈ {1, ..., κ} and γ ∈ Γ so that (4.7) holds with X0 in place
of X, and so that µj(γ) is minimal with respect to this property. (This is
possible since the set {γ ∈ Γ/[Tj ] | µj(γ) 5 X0} is finite for each j, by a
compactness argument.) After making a proper choice of X = X0, we now
have:

µj(γ) 5 X; ρ(γ(ηj), α) =
CΓ

√

µj(γ)X
(equality!)(4.10)

and ∀j′, ∀γ′ ∈ Γ : µj′(γ
′) < µj(γ) =⇒ ρ(γ ′(ηj′), α) >

CΓ
√

µj′(γ′)X
.

If γ(ηj) ≺ α then we are done; (4.9) holds with C ′′
Γ = CΓ. Now assume

α ≺ γ(ηj). We then let α′ ∈ ∂H be the unique point satisfying ρ(α′, α) =
C2

Γ+1

C′

ΓX and α′ ≺ α. By (4.7), there exist j ′ ∈ {1, ..., κ} and γ ′ ∈ Γ such that

µj′(γ
′) 5 X and

(4.11) ρ(γ ′(ηj′), α
′) 5

CΓ
√

µj′(γ′)X
.

Now γ′(ηj′) ≺ γ(ηj), for otherwise α′ ≺ α ≺ γ(ηj) � γ′(ηj′) and thus
ρ(γ(ηj), α) < ρ(γ ′(ηj′), α

′), which by (4.10), (4.11) leads to µj′(γ
′) < µj(γ),

and in view of the second line of (4.10) and ρ(γ ′(ηj′), α
′) > ρ(γ′(ηj′), α) this

leads to a contradiction against (4.11).
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Furthermore, if α ≺ γ ′(ηj′) then α ≺ γ ′(ηj′) ≺ γ(ηj) so that ρ(γ ′(ηj′), γ(ηj)) <
ρ(α, γ(ηj)), and using (4.8) and (4.10) we get µj′(γ

′) > (C ′
Γ/CΓ)2 · X, and

hence, via (4.11),

C2
Γ + 1

C ′
ΓX

= ρ(α′, α) < ρ(α′, γ′(ηj′)) 5
CΓ

√

µj′(γ′)X
<

C2
Γ

C ′
Γ · X ,

which is a contradiction. Hence γ ′(ηj′) ≺ α must hold. We have

ρ(γ′(ηj′), α) 5 ρ(γ ′(ηj′), α
′) + ρ(α′, α) 5

(

CΓ +
C2

Γ + 1

C ′
Γ

) 1
√

µj′(γ′)X
.

Hence (4.9) holds for j ′, γ′, with C ′′
Γ =

(

CΓ +
C2

Γ+1

C′

Γ

)

.

To reformulate (4.9), note that (using [Le, p. 105 (Ex. 2)]) we may assume
that the representative g0 for the fixed point p ∈ Γ \ G has been chosen in
such a way that α ∈ R, |α| 5 1 and |α − ηj | > (2κ)−1 for all j ∈ {1, ..., κ}.
Then Nj(α) 6= ∞, and whenever ρ(γ(ηj), α) is sufficiently small we have
Nj(γ(ηj)) 6= ∞ and

∣

∣Nj(γ(ηj)) − Nj(α)
∣

∣ � ρ(γ(ηj), α), where the implied
constant depends on Γ and Nj , but not on α; furthermore γ(ηj) ≺ α implies

Nj(γ(ηj)) < Nj(α) on R. Writing
(

a b
c d

)

= NjγN
−1
j we have c 6= 0 since

Nj(γ(ηj)) 6= ∞. Hence Nj(γ(ηj)) = NjγN
−1
j (∞) = a/c, and |c| = 1 by

Shimizu’s lemma. Using µ(NjgN
−1
j ) � µ(g), ∀g ∈ G, (where the implied

constant depends on Nj), we also have

µj(γ) = inf
n∈Z

µ
(

γN
−1
j ( 1 n

0 1 ) Nj

)

� inf
n∈Z

µ
((

a b
c d

)

( 1 n
0 1 )

)

= c2.

In view of these observations, it follows from (4.9) that there exists a constant
C3 > 0 (which depends on Γ,N1, ...,Nκ but not on α) such that for any
X0 > 0 there exist some X > X0, j ∈ {1, ..., κ} and γ ∈ Γ such that if
(

a b
c d

)

= NjγN
−1
j then

(4.12) 1 5 |c| 5 X and 0 < Nj(α) − a

c
5

C3

X|c| .

We are now able to conclude the proof fairly quickly. Given j, γ as in

(4.12) we write
(

aj bj

cj dj

)

= Njg0, so that Nj(α) = Njg0(∞) =
aj

cj
and cj 6= 0.

We also write
(

a b

c d

)

= Njγ
−1g0 =

(

a b
c d

)−1 (

aj bj

cj dj

)

so that

c = −caj + acj = ccj

(a

c
− aj

cj

)

= ccj

(a

c
− Nj(α)

)

,(4.13)

and, if X is sufficiently large (cf. (4.12)),

d = c
(

−bj +
a

c
dj

)

= (1 + ν)
c

cj
, (for some |ν| < 0.1),(4.14)

since −bj + ajdj/cj = 1/cj .
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Now take C2 > 1 so large that f(g) = 0 whenever YΓ(g) = C2. If X
is sufficiently large we have c2 < 1/2C2, and hence Im Njγ

−1g0n(t)(i) =
(c2 + (ct + d)2)−1 > C2 for all t ∈ R satisfying

∣

∣t + d/c
∣

∣ < (
√

2C2c)
−1.

Hence, for these t we have YΓ(g0 n(t)) > C2 and f(g0 n(t)) = 0. Notice that
d/c < 0, by (4.12), (4.13), (4.14)! We now let

T1 =
∣

∣

∣

d

c

∣

∣

∣
and T2 =

∣

∣

∣

d

c

∣

∣

∣
+

1√
2C2|c|

.

One has 0 < T1 < T2 < 2T1, provided that X is sufficiently large. (To see
this one uses (4.14), (4.12), and the fact that for each j ∈ {1, ..., κ} and each
X > 0 there exist only a finite number of double cosets [Tj]γ[Tj ] ⊂ Γ for

which |c| 5 X in
(

a b
c d

)

= NjγN
−1
j , cf., e.g., [I, Prop. 2.8].) As in the proof

of Proposition 4.2 we now obtain

(4.15)
∣

∣

∣

1

T`

∫ T`

0
f(g n(t)) dt − 〈f〉

∣

∣

∣
=

|〈f〉|
2
√

2C2
· 1

|c|T`
=

|〈f〉|
4
√

2C2
· 1

|d|
for at least one ` ∈ {1, 2}. But (4.13) and (4.12) imply that |c| 5 C3|cj |/X 5

C3|cj/c|. Using this and (4.14) we obtain |d| 5 2|c/cj | 5 2C3/|c|. Hence

(4.16)
1

|d| =
1√
2C3

·
√

|c|
|d| =

1√
2C3

· 1√
T`

.

The desired conclusion follows from (4.15) and (4.16), by repeating the above
argument for a sequence of X-values tending to ∞. �

5. Ω-results from Fourier expansions

In this section we obtain further Ω-results, using more difficult methods
than those in §4. Our proofs here exploit the fact that the horocycle segment
{pn(t) | 0 5 t 5 T} for given T can be shown to lie close to a subsegment of
a closed horocycle, and then use explicit computations together with known
facts about the Fourier coefficients of the individual eigenfunctions on Γ \H

in a way reminiscent of what was done in [St]. We conclude the section by
giving the proof of Theorem 2, using our results from this section and the
preceding one.

Proposition 5.1. There exists a function f ∈ H∞ with 〈f〉 = 0 and
positive constants C1, C2, C3 which only depend on Γ, such that the following
holds. For any p ∈ Γ \ G and any u0 = C1 such that C1(log u0)

5/2 5

YΓ(pa(u0)) 5 u0/C1 and such that the function u 7→ YΓ(pa(u)) takes a
local maximum at u = u0, we have for T = u0/C2:

∣

∣

∣

1

T

∫ T

0
f(pn(t)) dt

∣

∣

∣
=

C3√
r · log(r + 2)

, where r =
T

YΓ(pa(T ))
.
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We let Ek(z, 1
2 + iR) denote the Eisenstein series on Γ \ H associated to

the cusp ηk (cf., e.g., [He, p. 280]). Recall that for each j ∈ {1, ..., κ} we
have a Fourier expansion

Ek(z, 1
2 + iR) =δkjy

1
2
+iR

j + ϕkj(
1
2 + iR)y

1
2
−iR

j(5.1)

+
∑

n6=0

cn
√

yjKiR(2π|n|yj) e(nxj),

where xj + iyj := Nj(z), the coefficients cn depend on R, j, k, and ϕkj(s)
is an element of the scattering matrix Φ(s) = (ϕkj(s))k,j=1,...,κ (cf. [He, pp.
280–281]).

The following lemma gives information on the size of the contribution
from the constant terms in (5.1) to the horocycle integral.

Lemma 5.2. Given Γ, there exists a bounded piecewise continuous func-
tion h(R) on [1, 10], complex constants β1, ..., βκ, and a constant 0 < C4 < 1
such that for each j ∈ {1, ..., κ}, T > 0, and for each positive function y(t)
satisfying 0 < y(0) < C4 and |y(t) − y(0)| < C4 · y(0) for all t ∈ [0, T ], we
have

∣

∣

∣

1

T

∫ T

0

∫ 10

1
h(R)

(

βjy(t)
1
2
+iR +

κ
∑

k=1

βkϕkj(
1
2 + iR)y(t)

1
2
−iR

)

dR dt
∣

∣

∣
(5.2)

= C4 ·
√

y(0)

| log y(0)| .

Proof. Let h0(R) be a fixed C∞-function on [0, 1] satisfying 0 5

h0(R) 5 1 and h0(0) = 1, h0(1) = 0. Take constants R0 ∈ [2, 4] and α ∈ C,
and define

h(R) =











h0(R − R0) if R ∈ [R0, R0 + 1]

α · h0(R − 2R0) if R ∈ [2R0, 2R0 + 1]

0 otherwise.

By repeated integration by parts one then finds that, as y → 0,
∫ 10

1
h(R)

(

βjy
1
2
+iR +

κ
∑

k=1

βkϕkj(
1
2 + iR)y

1
2
−iR

)

dR(5.3)

=
i
√

y

log y

(

Aj(y) + o(1)
)

,

where

Aj(y) =βjy
iR0 −

κ
∑

k=1

βkϕkj(
1
2 + iR0)y

−iR0

+ α
(

βjy
2iR0 −

κ
∑

k=1

βkϕkj(
1
2 + 2iR0)y

−2iR0

)

.
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Note that Aj(y) is periodic in the sense that Aj(ye2π/R0) = Aj(y) for all
y > 0; notice also that |A′

j(y)| � y−1 as y → 0. Hence we see that to prove
the lemma it suffices to show that there is a choice of R0, β1, ..., βκ, α such
that

(5.4) inf
y>0

∣

∣Aj(y)
∣

∣ > 0, for all j ∈ {1, ..., κ}.

Let us write δj := |βj |−
∣

∣

∑

k βkϕkj(
1
2 + iR0)

∣

∣ and let M be the set of those j
for which there exists some k 6= j such that ϕkj(s) 6≡ 0. We have ϕjj(s) 6≡ 0
for each j, since ϕjj(s) has a simple pole at s = 1 (cf., e.g., [I, §6.4] or [He,
pp. 286–287]). Hence, for any generic choice of R0, β1, ..., βκ with R0 ∈ [2, 4],
βk ∈ C, 0 < |βk| 5 1, we have δj 6= 0 for all j ∈ M. Then, for each j ∈ M

and all y > 0 we have

∣

∣

∣
βjy

iR0 −
∑

k

βkϕkj(
1
2 + iR0)y

−iR0

∣

∣

∣
=

∣

∣δj

∣

∣ > 0.

This implies that (5.4) holds for each j ∈ M, provided that we keep |α| <
(κ+1)−1 infj∈M |δj |. (Recall that

∣

∣ϕkj(
1
2 +2iR0)

∣

∣ 5 1, since Φ(s) = (ϕkj(s))

is unitary for Re s = 1
2 .)

It remains to treat the case j /∈ M; then
∣

∣ϕjj(
1
2 + iR)

∣

∣ = 1 for all R ∈ R

since Φ( 1
2 + iR) is unitary, and hence δj = 0. We take α1, α2 ∈ C such that

α2
` = −ϕjj(

1
2 + i`R0), ` = 1, 2. Then

Aj(y) = 2βj

(

α1 · Re(yiR0/α1) + αα2 · Re(y2iR0/α2)
)

,

and hence for (5.4) to hold it suffices that αα2/α1 /∈ R and α4
1 6= −α2

2, viz.,
ϕjj(

1
2 + iR0)

2 6= ϕjj(
1
2 +2iR0). Notice that since ϕjj(s) has a simple pole at

s = 1 but is analytic for Re s > 1 we certainly have ϕjj(2s− 1
2)ϕjj(s)

−2 6≡ 1.
Hence, by choosing R0, β1, ..., βκ generic as above, and then taking α ∈ C

generic subject to |α| < (κ + 1)−1 infj∈M |δj |, we make (5.4) hold for all j,
and we are done. �

Proof of Proposition 5.1. We take h, β1, ..., βκ, C4 as in Lemma 5.2.
We may assume |h(R)| 5 1 and |βk| 5 1 for all R, k. Now define

(5.5) f(z) =

∫ 10

1
h(R)

κ
∑

k=1

βk · Ek

(

z, 1
2 + iR

)

dR.

As usual, f is viewed as a function on Γ \ G via the projection Γ \G 3 g 7→
g(i) ∈ Γ \ H.

We will choose C1 and C2 at the end of the proof, but we will assume
C1 = C2 = 1000 from start. Arguing as in the proof of Proposition 4.2, we
find that whenever p ∈ Γ \G and u0 = C1 satisfy all our assumptions, there
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exist a representative g ∈ G for p and some j ∈ {1, ..., κ} such that

Njg =

(

a b
c d

)

, 0 < c < C−1
1 , |d| =

√

C1/2,(5.6)

u0 =
|d|
c

, YΓ(pa(u0)) = Im Njg a(u0)(i) =
1

2c|d| .

In particular, u0 = |d| > 10, and thus the condition C1(log u0)
5/2 5 YΓ(pa(u0))

implies

c|d|
(

log |d|
)5/2

5
1

2C1
.(5.7)

Given j, g as above, we define x(t), y(t) ∈ R by

(5.8) x(t) + i y(t) := Njg n(t)(i).

Then, for f0(z) = Ek(z, 1
2 + iR) with Fourier expansion as in (5.1), and any

T > 0, we have

1

T

∫ T

0
f0(g n(t)(i)) dt =

1

T

∫ T

0

(

δkjy(t)
1
2
+iR + ϕkj(

1
2 + iR)y(t)

1
2
−iR

)

dt

+
∑

n6=0

cn
1

T

∫ T

0

√

y(t)KiR(2π|n|y(t)) e(nx(t)) dt.(5.9)

By a direct computation one finds that

y(t) = ((ct + d)2 + c2)−1, x(t) =
b

d
+

1

d
(ct2 + dt + c)y(t);(5.10)

y′(t) = −2c(ct + d)y(t)2, x′(t) = (d2 + 2ctd + c2t2 − c2)y(t)2;

x′′(t) = −2c(d + ct)(d2 + 2ctd + c2t2 − 3c2)y(t)3.

We now let T = u0/C2 = |d|/C2c. We then have ct 5 cT = |d|/C2 for all
t ∈ [0, T ]. Notice also that T = 1, i.e. c 5 |d|/C2. Recall C2 = 1000. It now
follows that for all t ∈ [0, T ],

∣

∣y(t)−1 − d2
∣

∣ =
∣

∣c2t2 + 2ctd + c2
∣

∣ <
3

C2
d2,

and similarly,

∣

∣y(t) − 1/d2
∣

∣ 5
4

C2d2
;

∣

∣x′(t) − 1/d2
∣

∣ 5
20

C2d2
.(5.11)

Similarly, using C2 = 1000 and (5.10), we find that for all t ∈ [0, T ],
∣

∣x′(t)−1
∣

∣ � d2,
∣

∣y′(t)
∣

∣ � c/|d|3,
∣

∣x′′(t)
∣

∣ � c/|d|3,(5.12)

where the implied constants are absolute. (These inequalities express in a
precise way the fact that the horocycle segment {x(t) + iy(t) | t ∈ [0, T ]} is
“almost horizontal”.)
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We now consider the last integral in (5.9). Since x′(t) > 0 for all t ∈ [0, T ]
(by (5.11)) we may integrate by parts as follows:

1

T

∫ T

0

√

y(t)KiR(2π|n|y(t)) e(nx(t)) dt

=
1

T

[

√

y(t)KiR(2π|n|y(t))x′(t)−1 · e(nx(t))

2πin

]T

0
(5.13)

− 1

T

∫ T

0

d

dt

(

√

y(t) KiR(2π|n|y(t))x′(t)−1
) e(nx(t))

2πin
dt

We have the following convenient bounds, which hold uniformly for all 1 5

R 5 10 and v > 0 (cf. [Wa, pp. 77(2), 78(6), 202(1)]),
∣

∣KiR(v)
∣

∣ � e−v,
∣

∣K ′
iR(v)

∣

∣ � v−1e−v/2.

Notice also 2π|n|y(t) > 2|n|/d2 for all t ∈ [0, T ], by (5.11). Using these facts
and (5.12) we obtain

∣

∣

∣

√

y(t) KiR(2π|n|y(t))x′(t)−1
∣

∣

∣
� |d|e−|n|/d2

,

∣

∣

∣

d

dt

(

√

y(t) KiR(2π|n|y(t))x′(t)−1
)
∣

∣

∣
� c e−|n|/d2

.

These bounds hold for all t ∈ [0, T ], and the implied constants are absolute.
Hence, by (5.13) (and using c � |d|/T ),

∣

∣

∣

1

T

∫ T

0

√

y(t) KiR(2π|n|y(t)) e(nx(t)) dt
∣

∣

∣
� |d|

T
· e−|n|/d2

|n| .(5.14)

The coefficients cn in (5.1) are known to satisfy the bound
∑

15|n|5X |cn| �Γ

X
√

log(1 + X) for all X > 0, uniformly for j, k ∈ {1, ..., κ} and R ∈ [1, 10],
cf. [St, Prop. 4.1]. Using this fact, (5.14), |d| > 10 (cf. (5.6)), and summation
by parts, we obtain

∑

n6=0

∣

∣

∣
cn

1

T

∫ T

0

√

y(t) KiR(2π|n|y(t)) e(nx(t)) dt
∣

∣

∣
�

Γ

|d|
T

(

log |d|
)3/2

.

Combining this with (5.5), (5.9) and |h(R)| 5 1, |βk| 5 1, we get
∣

∣

∣

∣

1

T

∫ T

0

∫ 10

1
h(R)

(

βjy(t)
1
2
+iR +

κ
∑

k=1

βkϕkj(
1
2 + iR)y(t)

1
2
−iR

)

dR dt

− 1

T

∫ T

0
f(pn(t)) dt

∣

∣

∣

∣

5 C5
|d|
T

(

log |d|
)3/2

,

where C5 is a positive constant which only depends on Γ.
On the other hand, it is clear from (5.6) and (5.11) that if both C1 and C2

have been chosen sufficiently large (depending on C4), then 0 < y(0) < C4

and |y(t)−y(0)| < C4 ·y(0) for all t ∈ [0, T ], and hence (5.2) holds. By (5.6)

and (5.11), the right side in (5.2) is > (C4/10)|d|−1
(

log |d|
)−1

. Furthermore,
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if C1, C2 have also been chosen so that C1 > 10C2C5/C4, then it follows using
(5.7) and T = |d|/C2c that

C5
|d|
T

(

log |d|
)3/2

<
C4

20
|d|−1

(

log |d|
)−1

.

Hence we obtain

(5.15)
∣

∣

∣

1

T

∫ T

0
f(pn(t)) dt

∣

∣

∣
>

C4

20
|d|−1

(

log |d|
)−1

.

Regarding the right side in this inequality, note that YΓ(pa(T )) 5 C2/(2c|d|)
(by T = u0/C2 and (2.5), (5.6)), and thus r = T/YΓ(pa(T )) = 2d2/C2

2 .
Hence (5.15) implies the desired inequality. �

The next two propositions give relevant Ω-results in the presence of small
eigenvalues on Γ \ H.

Proposition 5.3. Assume that φ (6≡ 0) is a Maass waveform on Γ \ H

of eigenvalue λ ∈ (0, 1
4). Write λ = s(1 − s), s ∈ ( 1

2 , 1). Then there exists a
positive constant C such that for any p ∈ Γ \G for which {pn(t)} is a non-
closed horocycle, there is a sequence 1 < T1 < T2 < ... with limk→∞ Tk = ∞
such that for each T = Tk,

(5.16)
∣

∣

∣

1

T

∫ T

0
φ(pn(t)) dt

∣

∣

∣
= C · T s−1.

As usual, φ is viewed as a function on Γ \ G via the standard projection
Γ \ G → Γ \ H.

Proof. Let m
Γ

= infg∈G YΓ(g) > 0. We consider any u0 = 1000 such
that YΓ(pa(u0)) 5 u0 and u 7→ YΓ(pa(u)) takes a local maximum at u = u0.

Then by arguing as before there is a representative g ∈ G for p and some
j ∈ {1, ..., κ} such that

Njg =

(

a b
c d

)

, c > 0, |d| = 2−
1
2 , u0 =

|d|
c

,(5.17)

YΓ(pa(u0)) = Im Njg a(u0)(i) =
1

2c|d| , c|d| 5 (2m
Γ
)−1.

For each j ∈ {1, ..., κ} we have a Fourier expansion

(5.18) φ(z) = c
(j)
0 y1−s

j +
∑

n6=0

c(j)
n

√
yjKs− 1

2
(2π|n|yj) e(nxj)

(cf. (2.11); if φ is a cusp form then c
(j)
0 = 0), where xj + iyj := Nj(z). As in

the proof of Proposition 5.1 we now have, for any T > 0,
∫ T

0
φ(g n(t)(i)) dt(5.19)

=

∫ T

0

(

c
(j)
0 y(t)1−s +

∑

n6=0

c(j)
n

√

y(t)Ks− 1
2
(2π|n|y(t)) e(nx(t))

)

dt,
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where x(t), y(t) are as in (5.8), (5.10). We introduce the following notation

F1(X) =
√

y(T )Ks− 1
2
(2πXy(T )) · x′(T )−1 · X−1.

F2(X) =
√

y(0) Ks− 1
2
(2πXy(0)) · x′(0)−1 · X−1.

F3(X, t) =
d

dt

(

√

y(t) Ks− 1
2
(2πXy(t)) · x′(t)−1

)

· X−1,

At(X) =
∑

15|n|5X

c(j)
n e(nx(t)) · sgn(n).

Now assume 0 < T 5 10−3u0. Then (5.11), (5.12) hold with “C2 = 1000”,
and in particular x′(t) > 0 for all t ∈ [0, T ]. Integrating by parts first as in
(5.13) and then with respect to X, we obtain for each M ∈ Z

+:

∑

|n|>M

c(j)
n

∫ T

0

√

y(t) Ks− 1
2
(2π|n|y(t)) e(nx(t)) dt(5.20)

=
1

2πi

[
∫ ∞

M+0
F1(X) dAT (X) −

∫ ∞

M+0
F2(X) dA0(X)

−
∫ T

0

(

∫ ∞

M+0
F3(X, t) dAt(X)

)

dt

]

=
1

2πi

[

−F1(M)AT (M) −
∫ ∞

M
F ′

1(X)AT (X) dX

+ F2(M)A0(M) +

∫ ∞

M
F ′

2(X)A0(X) dX

+

∫ T

0

(

F3(M, t)At(M) +

∫ ∞

M

( d

dX
F3(X, t)

)

At(X) dX
)

dt

]

.

The above manipulations are easily justified using the absolute bounds be-
low. Since 1

2 < s < 1, we have for all v > 0:
∣

∣Ks− 1
2
(v)

∣

∣ � v
1
2
−se−v/2,

∣

∣K ′
s− 1

2
(v)

∣

∣ � v−
1
2
−se−v/2,(5.21)

∣

∣K ′′
s− 1

2

(v)
∣

∣ � v−
3
2
−se−v/2.

(Cf. [Wa, pp. 77(2), 78(6), 202(1)]. The implied constants depend on s.)
Using these bounds and (5.11), (5.12) (with “C2 = 1000”), we find by a
direct computation:

∣

∣F1(X)
∣

∣ � |d|2sX− 1
2
−s,

∣

∣F ′
1(X)

∣

∣ � |d|2sX− 3
2
−s;(5.22)

∣

∣F2(X)
∣

∣ � |d|2sX− 1
2
−s,

∣

∣F ′
2(X)

∣

∣ � |d|2sX− 3
2
−s;

∣

∣F3(X, t)
∣

∣ � c|d|2s−1X− 1
2
−s,

∣

∣

∣

d

dX
F3(X, t)

∣

∣

∣
� c|d|2s−1X− 3

2
−s.

Furthermore, we have
∣

∣At(X)
∣

∣ � X3/2−s for all X > 0 and all t (cf. [St,
Prop. 5.1]; if φ is a cusp form the exponent 3/2−s can be replaced by 1/2+ε,
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cf. [Ha]). Using this bound together with (5.22) and (5.20) we obtain
∣

∣

∣

∑

|n|>M

c(j)
n

∫ T

0

√

y(t)Ks− 1
2
(2π|n|y(t)) e(nx(t)) dt

∣

∣

∣
5 K|d|2sM1−2s,(5.23)

where K depends only on Γ and φ.
On the other hand, we have the following lemma:

Lemma 5.4. There exist positive constants C1 = C1(Γ, φ) and M0 =
M0(Γ, φ) such that for each integer M = M0 there is some C2 > 1 such that
for any j ∈ {1, ..., κ} and any numbers b, c, d ∈ R with c > 0, |d| = C2 and
c|d| 5 (2m

Γ
)−1, there is some positive number T 5 10−3

m
Γ
d2 such that

∣

∣

∣

∫ T

0

(

c
(j)
0 y(t)1−s +

∑

15|n|5M

c(j)
n

√

y(t)Ks− 1
2
(2π|n|y(t)) e(nx(t))

)

dt
∣

∣

∣
(5.24)

= C1|d|2s.

(Here x(t), y(t) are defined as in (5.10) for the given b, c, d.)

We first complete the proof of Proposition 5.3 using Lemma 5.4. Let K
be as in (5.23) and C1,M0 as in Lemma 5.4. We fix some integer M = M0

so large that KM 1−2s 5 1
2C1, and then let C2 be as in Lemma 5.4.

By assumption {pn(t) | t ∈ R} is not a closed horocycle. Hence, for any
given number C3 > 0 we can find some u0 = 1000 such that YΓ(pa(u0)) 5

C3u0 and such that u 7→ YΓ(pa(u)) takes a local maximum at u = u0

(cf. Lemma 4.3). Assume C3 < 1
2C−2

2 . Defining j, g, c, d as in (5.17) we

then obtain |d| = (2C3)
− 1

2 > C2. Hence by Lemma 5.4 there is some T ∈
(

0, 10−3
m

Γ
d2

]

such that (5.24) holds. Notice that T 5 10−3
m

Γ
d2 < 10−3u0,

because of (5.17); hence (5.23) holds, and in view of (5.19) and KM 1−2s 5
1
2C1 we now obtain

(5.25)
∣

∣

∣

∫ T

0
φ(g n(t)(i)) dt

∣

∣

∣
=

C1

2
|d|2s =

C1

2

(103

m
Γ

)s
T s.

In other words, (5.16) holds, with C = 1
2C1(10

3/m
Γ
)s. We may now repeat

the above construction for a sequence of values of C3 satisfying C3 → 0. We

will then have |d| = (2C3)
− 1

2 → ∞, and hence because of the first inequality
in (5.25), we must have T → ∞ for the corresponding sequence of T -values.
This completes the proof. �

It remains to prove Lemma 5.4. We first prove an auxiliary result.

Lemma 5.5. Let Γ, φ, s be as above, fix j ∈ {1, ..., κ} and some r ∈ C,
and define

f(x) = rx +
∑

n6=0

cn|n|−
1
2
−ssgn(n)e(nx), (cn = c(j)

n ).

Then f(x) is non-constant on every nonempty open interval in R.
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Proof. Notice that the sum defining f(x) is uniformly absolutely conver-
gent, becuase of 1

2 < s < 1 and the Rankin-Selberg bound
∑

15|n|5N |cn|2 �
N . Hence f(x) is continuous. Notice also that f(x) − rx is periodic with
period 1.

Now assume that there are numbers α < β < α + 1 such that f(x) =
C for all x ∈ (α, β). We let KM (x) be Fejer’s kernel function, KM (x) =
∑

|n|5M
M−|n|

M e(nx) = 1
M

(

sin πMx
sinπx

)2
. We then have, for all x0 ∈ R, M ∈ Z

+,

∫ 1

0

(

f(x) − rx
)

K
′
M (x0 − x) dx(5.26)

= 2πi ·
∑

15|n|5M

M − |n|
M

· cn|n|
1
2
−se(nx0).

Fix some η < (β − α)/2, and keep x0 ∈ [α + η, β − η]. By periodicity, we

may rewrite the integral as
∫ β
α +

∫ α+1
β . By our assumption, f(x) − rx is

differentiable in for x ∈ (α, β) with constant derivative −r. We integrate

by parts once in
∫ β
α and use 0 5 KM (x) �η M−1,

∣

∣K
′
M (x)

∣

∣ �η 1 for all
x with ||x|| = η (where ||x|| denotes distance to the nearest integer), and
∫ β
α KM (x0 − x) dx 5

∫ 1
0 KM (x) dx = 1. We then find that the expression in

(5.26) is uniformly bounded for all M ∈ Z
+ and x0 ∈ [α + η, β − η].

Now define, for X > 0,

Sx0(X) =
∑

15|n|5X

cn|n|
1
2
−se(nx0);

Ax0(X) =

∫ X

0
Sx0(Y ) dY =

∑

15|n|5X

(X − |n|)cn|n|
1
2
−se(nx0).(5.27)

Then by what we have proved,
∣

∣Ax0(M)
∣

∣ � M for all M ∈ Z
+ and all

x0 ∈ [α + η, β − η]. Furthermore, Ax0(X) = 0 for 0 < X 5 1, and if
M 5 X < M + 1 for some M ∈ Z

+ then

∣

∣Ax0(X) − Ax0(M)
∣

∣ = |X − M | ·
∣

∣

∣

∑

15|n|5M

cn|n|
1
2
−se(nx0)

∣

∣

∣
� M2−2s

by [St, Prop. 5.1] (or [Ha], if φ is a cusp form) and integration by parts.
Hence

(5.28)
∣

∣Ax0(X)
∣

∣ � X,

uniformly for all X > 0 and x0 ∈ [α + η, β − η].
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After an auxiliary conjugation, we may assume that Nj = ( 1 0
0 1 ). We now

have (cf. (5.18) and (5.27)),

φ(x0 + iy) = c0y
1−s +

√
y

∫ ∞

1/2
Ks− 1

2

(

2πyX
)

· Xs− 1
2 dSx0(X)

= c0y
1−s +

√
y

∫ ∞

1/2

d2

dX2

(

Ks− 1
2

(

2πyX
)

· Xs− 1
2

)

Ax0(X) dX.

But
∣

∣

∣

d2

dX2

(

Ks− 1
2

(

2πyX
)

· Xs− 1
2

)
∣

∣

∣
� y

1
2
−sX−2e−yX (cf. (5.21)). Using this

bound and (5.28), we obtain
∣

∣φ(x0 + iy)
∣

∣ � y1−s log(1/y) for y small, and in
particular φ(x0 + iy) → 0 as y → 0, uniformly for x0 ∈ [α + η, β − η]. This
contradicts φ 6≡ 0 and the fact that the horocycle segment [α+ η, β − η]+ iy
becomes asymptotically equidistributed in Γ \ H as y → 0 (cf., e.g., [S] or
[St], and recall our assumption Nj = ( 1 0

0 1 )). �

Proof of Lemma 5.4. To start with, let j ∈ {1, ..., κ}, M ∈ Z
+ and

b, c, d ∈ R be arbitrary numbers such that c > 0, |d| =
√

103/m
Γ

and

c|d| 5 (2m
Γ
)−1. We write T0 = 10−3

m
Γ
d2, and let x(t), y(t) be defined by

(5.10). Note that 1 5 T0 < 10−3|d|/c, and hence (5.11) and (5.12) hold for
all t ∈ [0, T0] with “C2 = 1000”.

Let us denote the integral in (5.24) by JM (T ). Introduce the new variable
u(t) := x(t) − x(0) in JM (T ). By (5.11), 1

2 < d2u′(t) < 2 for all t ∈ [0, T0],

and hence u = u(t) gives a bijective C1-correspondence between t ∈ [0, T0]
and u ∈ [0, U0], where U0 = u(T0) ∈

(

1
2 · 10−3

m
Γ
, 2 · 10−3

m
Γ

)

. Using this

together with y(t) 5 2/d2 (cf. (5.11)) and

(5.29) Ks− 1
2
(2πv) = ks · v

1
2
−s + Os(v

s− 1
2 ) as v → 0,

(cf. [Wa, pp. 77(2), 78(6)]; ks ∈ R and ks 6= 0), we obtain, for all T ∈ [0, T0]:
∣

∣

∣
JM (T ) − IM

(

u(T )
)

∣

∣

∣
5 C(M) · |d|2−2s,(5.30)

where

IM (v) :=

∫ v

0

[

c
(j)
0 + ks ·

∑

15|n|5M

c(j)
n |n| 12−s e

(

n(x(0) + u)
)]

· y(t)1−s

x′(t)
du,

and C(M) is a positive constant which only depends on Γ, φ, s,M.
Let us now define, for u,U ∈ [0, U0],

h(u) :=
y(t)1−s

x′(t)
and IM(U) :=

∫ U

0

I ′M (u)

h(u)
du.

It then follows directly from our definitions that

IM(U) =
ks

2πi

[

f (M)
(

x(0) + U
)

− f (M)
(

x(0)
)

]

,(5.31)
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where

(5.32) f (M)(x) =
2πic

(j)
0

ks
· x +

∑

15|n|5M

c(j)
n |n|− 1

2
−ssgn(n)e(nx).

But we have f (M)(x) → f(x) as M → ∞, uniformly for all x ∈ R, where

f(x) is as in Lemma 5.5 with r = 2πic
(j)
0 /ks. It now follows from Lemma 5.5

that there exist constants C3 > 0 and M0 > 0, which only depend on Γ, φ, s,
such that for all integers M = M0 we have

(5.33) inf
x∈R/Z

sup
{

∣

∣f (M)(x+U)−f (M)(x)
∣

∣

∣

∣

∣
0 5 U 5 1

2 ·10−3
m

Γ

}

= C3.

On the other hand, integrating by parts in the definition of IM (U), we
see that

(5.34) IM(U) =
IM (U)

h(U)
− IM (0)

h(0)
+

∫ U

0

h′(u)

h(u)2
IM (u) du,

and using (5.11), (5.12) one checks that
∣

∣h(u)
∣

∣

−1 � |d|−2s and
∣

∣h′(u)
∣

∣ �
c|d|2s+1 for all u ∈ [0, U0], and we also have cU0 �

Γ
c �

Γ
|d|−1. This

implies

(5.35)
∣

∣IM(U)
∣

∣ 5 C4|d|−2s sup
u∈[0,U ]

∣

∣IM (u)
∣

∣, ∀U ∈ [0, U0],

where C4 is a constant which only depends on Γ. But (5.31), (5.33) and
(5.35) imply that for any integer M = M0, there exists some u ∈ (0, U0]
such that

∣

∣IM (u)
∣

∣ = C3|ks||d|2s/2πC4. Now recall (5.30). Given M = M0 we

take C2 > max
(

1,
√

103/m
Γ

)

so large that |d| = C2 implies C(M) · |d|2−2s 5

C3|ks||d|2s/4πC4. It then follows that for any j ∈ {1, ..., κ} and any numbers
b, c, d ∈ R satisfying c > 0, |d| = C2 and c|d| 5 (2m

Γ
)−1, there exists some

T ∈
(

0, 10−3
m

Γ
d2

]

such that
∣

∣JM (T )
∣

∣ = C3|ks||d|2s/4πC4. �

Proposition 5.6. Assume that φ (6≡ 0) is a residual eigenfunction on Γ\
H of eigenvalue λ ∈ (0, 1

4 ). Write λ = s(1 − s), s ∈ ( 1
2 , 1). Let j ∈ {1, ..., κ}

be such that c
(j)
0 6= 0 (cf. (5.18)). Then there exist positive constants C1, C2

such that the following holds. For any p ∈ Γ \ G and any u0 = C1 such
that jΓ(pa(u0)) = j, C1 5 YΓ(pa(u0)) 5 u0 and such that the function
u 7→ YΓ(pa(u)) takes a local maximum at u = u0, we have for T = u0/1000:

∣

∣

∣

1

T

∫ T

0
φ(pn(t)) dt

∣

∣

∣
> C2 ·

( T

YΓ(pa(T ))

)s−1
.

Proof. This is similar to the proof of Proposition 5.3, but easier.
Introducing g, j, a, b, c, d as usual, we repeat the argument from (5.20) to
(5.23) to prove

(5.36)
∣

∣

∣

∑

n6=0

c(j)
n

1

T

∫ T

0

√

y(t) Ks− 1
2
(2π|n|y(t)) e(nx(t)) dt

∣

∣

∣
� T−1|d|2s.
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We now have c
(j)
0 6= 0 in (5.18), and the term |c(j)

0 |y1−s
j � |c(j)

0 | · |d|2s−2 will

dominate over (5.36), provided that we have taken C1 sufficiently large. �

Proof of Theorem 2. The first assertion in Theorem 2 follows from
Proposition 3.1, using (1.1), (1.6), (2.7). If {pn(t)} is a closed horocycle
then δp = 0, and the second assertion in Theorem 2 is obvious.

From now on we assume that {pn(t)} is not closed. Notice that we
always have 0 5 δp 5 1

2 , and if δp = 1
2 then the second assertion in Theorem

2 follows from Proposition 4.4. If δp = 1 − s1 < 1
2 then the same assertion

follows from Proposition 5.3.

It now remains to treat the case where δp = (1−αp,j)(1−s
(j)
1 ) < 1−s1 5 1

2
for some j. Note that we then necessarily have 0 < αp,j 5 1.

First assume s
(j)
1 = 1

2 . Then take C1, C2, C3 and f as in Proposition 5.1.
Let some δ > δp be given; we may then find a number 0 < α′ < αp,j such
that δp < 1

2(1−α′) < δ. It now follows from (1.6) and (2.7) that there exist
arbitrarily large numbers u1 for which jΓ(pa(u1)) = j and YΓ(pa(u1)) =

uα′

1 > 1000. As usual, given such a number u1 there is a representative
g ∈ G for p such that

YΓ(pa(u1)) = Im Njga(u1)(i) =
1

c2u1 + d2/u1
, Njg =

(

∗ ∗
c d

)

, c > 0

(c = 0 is impossible since {pn(t)} is non-closed). Letting u0 = |d|/c we have
(by Lemma 3.2) YΓ(pa(u0)) = (2c|d|)−1 = YΓ(pa(u1)), and, if u1 5 u0,

u0

YΓ(pa(u0))
= 2d2 5 2(c2u2

1 + d2) =
2u1

YΓ(pa(u1))
5 2u1−α′

1 5 2u1−α′

0 ,

whereas if u0 5 u1, exactly the same conclusion is reached as follows:

u0

YΓ(pa(u0))
=

2u2
0

u2
1

c2u2
1 5

2u2
0

u2
1

u1

YΓ(pa(u1))
5

2u2
0

u2
1

u1−α′

1 5 2u1−α′

0 .

It also follows from YΓ(pa(u0)) = YΓ(pa(u1)) = uα′

1 that u0 → ∞ as u1 →
∞. Hence u0/YΓ(pa(u0)) → ∞ as u1 → ∞ (cf. Lemma 4.3), and it is now
clear that for each sufficiently large number u1 as above, the corresponding
u0 satisfies all the assumptions in Proposition 5.1, and hence we have for
T = u0/C2:

∣

∣

∣

1

T

∫ T

0
f(pn(t)) dt

∣

∣

∣
=

C3√
r · log(r + 2)

, where r =
T

YΓ(pa(T ))
.

But by the above inequalities and (2.5), r 5 u0/YΓ(pa(u0)) 5 2u1−α′

0 =

2C1−α′

2 T 1−α′

, and hence

∣

∣

∣

1

T

∫ T

0
f(pn(t)) dt

∣

∣

∣
� T− 1

2
(1−α′)

log T
� T−δ.

The argument shows that there exist arbitrary large values of T for which
this holds.
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The proof in the remaining case, i.e. 1
2 < s

(j)
1 < 1, is entirely similar

except that we use Proposition 5.6 instead of Proposition 5.1. �
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