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ABSTRACT. We study fringe subtrees of the random m-ary search trees, by putting them
in context of generalised Pólya urns. In particular we show that for the random m-ary
search trees with m ≤ 26, the number of fringe subtrees that are isomorphic to an arbitrary
fixed tree T converges to a normal distribution; more generally, we also prove multivariate
normal distribution results for random vectors of such numbers for different fringe subtrees.

1. INTRODUCTION

The main focus of this paper is to consider fringe subtrees of random m-ary search
trees; these random trees are defined in Section 2. Recall that a fringe subtree is a subtree
consisting of some node and all its descendants, see Aldous [1] for a general theory, and
note that fringe subtrees typically are ”small” compared to the whole tree.

We will use (generalised) Pólya urns to analyze vectors of the numbers of fringe subtrees
of different types in random m-ary search trees. As a result, we prove multivariate normal
asymptotic distributions for these random variables, for m-ary search trees when m ≤ 26.
(It is well known that asymptotic normality does not hold form-ary search trees form > 26,
see [2].)

Pólya urns have earlier been used to study the total number of nodes in random m-ary
search trees, see [14, 11, 15]. In that case one only needs to consider an urn with m − 1
different types, describing the nodes holding i keys, where i ∈ {0, 1, . . . ,m−2}. Recently,
in [8] more advanced Pólya urns were used to describe protected nodes in random m-
ary search trees, where the types were further divided depending on characteristics of the
different fringe subtrees (however, in [8] only the case m = 2, 3 were treated in detail).

In [8] a simpler urn was also used to describe the total number of leaves in random m-
ary search trees. In this work we further extend the approach used in [8] for analyzing
arbitrary fringe subtrees of a fixed size in random m-ary search trees. This paper is an
extended abstract of [10], where we also prove similar results for the general class of linear
preferential attachment trees, and also extend the methods used in [8] to analyze the number
of protected nodes in the general class of m-ary search trees (at least for m ≤ 26).

2. m-ARY SEARCH TREES

We recall the definition of m-ary search trees, see e.g. [13] or [5]. An m-ary search tree,
where m ≥ 2, is constructed recursively from a sequence of n keys (ordered numbers); we
assume that the keys are distinct. Each node may contain up to m− 1 keys. We start with a
tree containing just an empty root. The first m − 1 keys are put in the root, and are placed
in increasing order from left to right; they divide the set of real numbers into m intervals
J1, . . . , Jm. When the root is full (after the first m − 1 keys are added), it gets m children
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that are initially empty, and each further key is passed to one of the children depending on
which interval it belongs to; a key in Ji is passed to the i:th child. (The binary search tree,
i.e., the case m = 2, is the simplest case.) The procedure repeats recursively in the subtrees
until all keys are added to the tree.

We are primarily interested in the random case when the keys form a uniformly random
permutation of {1, . . . , n}, and we let Tn denote the random m-ary search tree constructed
from such keys. (Only the order of the keys matter, so alternatively, we may assume that
the keys are n i.i.d. uniform random numbers in [0, 1].)

Nodes that contain at least one key are called internal, while empty nodes are called
external. We regard the m-ary search tree as consisting only of the internal nodes; the
external nodes are places for potential additions, and are useful when discussing the tree
but are not really part of the tree. Thus, a leaf is an internal node that has no internal
children, but it may have external children.

We say that a node with i ≤ m − 2 keys has i + 1 gaps, while a full node has no gaps.
It is easily seen that an m-ary search tree with n keys has n+ 1 gaps; the gaps correspond
to the intervals of real numbers between the keys (and ±∞), and a new key has the same
probability 1/(n + 1) of belonging to any of the gaps. Thus, the evolution of the random
m-ary search tree may be described by choosing a gap uniformly at random at each step,
and inserting a new key there.

Note that the construction above yields the m-ary search tree as an ordered tree. Hence,
a nonrandom m-ary search tree is an ordered rooted tree where each node is marked with
the number of keys it contains, with this number being in {0, . . . ,m − 1} and such that
nodes with m− 1 keys have exactly m children, and the other nodes are leaves. There is a
natural partial order on the set of (isomorphism classes) of nonrandom m-ary search trees,
such that T � T ′ if T ′ can be obtained from T by adding keys (including the case T ′ = T ).

In applications where the order of the children of a node does not matter, we can simplify
by ignoring the order and regard the m-ary search tree as an unordered tree. (Then, we can
also ignore the external nodes.) A partial order T � T ′ is defined on the set of (isomorphism
classes) of unordered m-ary search trees in the same way as in the ordered case.

3. MAIN RESULTS

In this section we state the main results on fringe subtrees in random m-ary search trees.
These results are extensions of results that previously have been shown for the specific case
of the random binary search tree with the use of other methods, see e.g., [3, 4, 7].

Remark 3.1. As said in the introduction, m-ary search trees can be regarded as either
ordered or unordered trees. The most natural interpretation is perhaps the one as ordered
trees, and it implies the corresponding result for unordered trees in, e.g., Theorem 3.2.
However, in some applications it is preferable to regard the fringe trees as unordered trees,
since this gives fewer types to consider in the Pólya urns that we use, see e.g., Example 5.1.

The following theorem generalises [7, Theorem 1.22], where the specific case of the
binary search tree was analyzed.

Let Hm :=
∑m

k=1 1/k be the m:th harmonic number.

Theorem 3.2. Assume that 2 ≤ m ≤ 26. Let T 1, . . . , T d be a fixed sequence of nonran-
dom m-ary search trees and let Yn =

(
XT 1

n , XT 2

n , . . . , XT d

n

)
, where XT i

n is the (random)
number of fringe subtrees that are isomorphic to T i in the random m-ary search tree Tn
with n keys. Let ki be the number of keys of T i for i ∈ {1, . . . , d}. Let

µn := EYn =
(

E(XT 1

n ),E(XT 2

n ), . . . ,E(XT d

n )
)
.
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Then
n−1/2(Yn − µn)

d−→ N (0,Σ), (3.1)
where Σ = (σij)

d
i,j=1 is some covariance matrix. Furthermore, in (3.1), the vector µn can

be replaced by the vector µ̂n := nµ̂, with

µ̂ :=
( P(Tk1 = T 1)

(Hm − 1)(k1 + 1)(k1 + 2)
, . . . ,

P(Tkd = T d)

(Hm − 1)(kd + 1)(kd + 2)

)
. (3.2)

Remark 3.3. That µn can be replaced by the vector µ̂n means that

E
(
XT i

n

)
=

P(Tki = T i)

(Hm − 1)(ki + 1)(ki + 2)
n+ o

(
n1/2

)
. (3.3)

A weaker version of (3.3) with the error term o(n) follows from the branching process
analysis of fringe subtrees in [9], see the proof in Section 6. The vector µn can also, using
(5.2) below, be calculated from an eigenvector of the intensity matrix of the Pólya urn
defined in Section 5, see Theorem 4.1(i). See also [12].

Also the covariance matrix Σ = (σij)
d
i,j=1 can be calculated explicitly from the intensity

matrix of the Pólya urn, see Theorem 4.1(ii). The results in [12] show also

σij = lim
n→∞

1

n
Cov

(
XT i

n , XT j

n

)
. (3.4)

The following theorem is an important corollary of Theorem 3.2. Also, cf. the corre-
sponding result for the random binary search tree in e.g. [3] or [7, Theorem 1.19].

Theorem 3.4. Assume that 2 ≤ m ≤ 26. Let k be an arbitrary fixed integer. and let Xn,k

be the (random) number of fringe subtrees with k keys in the random m-ary search tree Tn
with n keys. Then, as n→∞,

n−1/2
(
Xn,k − EXn,k

) d−→ N (0, σ2k), (3.5)

where σ2k is some constant. Furthermore, we also have

n−1/2
(
Xn,k −

n

(Hm − 1)(k + 1)(k + 2)

)
d−→ N (0, σ2k). (3.6)

Remark 3.5. The asymptotic mean n
(Hm−1)(k+1)(k+2) in (3.6) easily follows from (3.3).The

constant σ2k can again be calculated explicitly from our proof. From [12] follows that
Var(Xn,k) = σ2kn+ o(n).

We give one example of Theorem 3.4 in Section 7, where we let m = 3 and k = 4.

4. GENERALISED PÓLYA URNS

A (generalised) Pólya urn process is defined as follows, see e.g. [11] or [15]. There are
balls of q types (or colours) 1, . . . , q, and for each n a random vectorXn = (Xn,1, . . . , Xn,q),
where Xn,i is the number of balls of type i in the urn at time n. The urn starts with a given
vector X0. For each type i, there is an activity (or weight) ai ∈ R≥0, and a random vector
ξi = (ξi1, . . . , ξiq), where ξi ∈ Zq≥0. The urn evolves according to a discrete time Markov
process. At each time n ≥ 1, one ball is drawn at random from the urn, with the probability
of any ball proportional to its activity. Thus, the drawn ball has type i with probability
aiXn−1,i∑
j ajXn−1,j

. If the drawn ball has type i, it is replaced together with ∆X
(i)
n,j balls of type

j, j = 1, . . . , n, where the random vector ∆X (i)
n = (∆X

(i)
n,1, . . . ,∆X

(i)
n,q) has the same

distribution as ξi and is independent of everything else that has happened so far. We allow
∆X

(i)
n,i = −1, which means that the drawn ball is not replaced.
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The intensity matrix of the Pólya urn is the q × q matrix

A := (aj E ξji)
q
i,j=1. (4.1)

The intensity matrix A with its eigenvalues and eigenvectors is central for proving limit
theorems.

We use the basic assumptions on the Pólya urn stated in [11, (A1)–(A6), p. 180]. We
will here also use the following simplifying assumption:

(A7) At each time n ≥ 1, there exists a ball of a dominating type, as defined in [11].

Using the Perron–Frobenius theorem, it is easy to verify all conditions (A1)–(A6) for the
Pólya urns used in this paper, and (A7) follows because the urn is irreducible if we ignore
balls with activity 0, and there will always be a ball of positive activity, see [11, Lemma
2.1] and the discussion in [10].

Before stating the results that we use, we need some notation. With a vector v we mean a
column vector, and we write v′ for its transpose (a row vector). More generally, we denote
the transpose of a matrix A by A′. By an eigenvector of A we mean a right eigenvector;
a left eigenvector is the same as the transpose of an eigenvector of the matrix A′. If u and
v are vectors then u′v is a scalar while uv′ is a q × q matrix of rank 1. We also use the
notation u · v for u′v. We let λ1 denote the largest real eigenvalue of A. (This exists by our
assumptions and the Perron–Frobenius theorem.) Let a = (a1, . . . , aq) denote the (column)
vector of activities, and let u′1 and v1 denote left and right eigenvectors of A corresponding
to the largest eigenvalue λ1, i.e., vectors satisfying

u′1A = λ1u
′
1, Av1 = λ1v1.

We assume that v1 and u1 are normalised such that

a · v1 = a′v1 = v′1a = 1, u1 · v1 = u′1v1 = v′1u1 = 1, (4.2)

see [11, equations (2.2)–(2.3)]. We write v1 = (v11, . . . , v1q).
We define Pλ1 = v1u

′
1, and PI = Iq − Pλ1 , where Iq is the q × q identity matrix. We

define the matrices

Bi := E(ξiξ
′
i) (4.3)

B :=

q∑
i=1

v1iaiBi (4.4)

ΣI :=

∫ ∞
0

PIe
sABesA

′
P ′Ie
−λ1sds, (4.5)

where we recall that etA =
∑∞

j=0 t
jAj/j!. From [11] it follows that when Reλ < λ1/2

the integral ΣI in (4.5) converges.
Furthermore, it is proved in [11] that, under assumptions (A1)–(A7), Xn is asymptoti-

cally normal if Reλ ≤ λ1/2 for each eigenvalue λ 6= λ1. We will apply the following
result from [11].

Theorem 4.1 ([11, Theorem 3.22 and Lemma 5.4]). Assume (A1)–(A7) and that we have
normalised as in (4.2). Also assume that Reλ < λ1/2, for each eigenvalue λ 6= λ1.

(i) Then, as n→∞,

n−1/2(Xn − nµ)
d−→ N (0,Σ), (4.6)

with µ = λ1v1 and some covariance matrix Σ.
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(ii) Suppose further that, for some c > 0,

a · E(ξi) = c, i = 1, . . . , q. (4.7)

Then the covariance matrix Σ = cΣI , with ΣI as in (4.5). �

Remark 4.2. It is easily seen that (4.7) implies that λ1 = c and u1 = a, see e.g. [11, Lemma
5.4]. There is also an alternative way to evaluate Σ in the case when A is diagonalisable
(which is the case at least for many examples of Theorem 3.2 and Theorem 3.4, e.g., the
example in Section 7), see [10, Theorem 4.1(iii)] or [11, Lemma 5.3].

Remark 4.3. From (4.6) follows immediately a weak law of large numbers:

Xn/n
p−→ µ. (4.8)

In fact, the corresponding strong law Xn/n
a.s.−→ µ holds as well, see [11, Theorem 3.21].

Furthermore, in all applications in the present paper, all ξij are bounded and thus each
Xn,i ≤ Cn for some deterministic constant; hence (4.8) implies by dominated convergence
that also the means converge:

EXn/n→ µ. (4.9)

5. PÓLYA URNS TO COUNT FRINGE SUBTREES IN RANDOM m-ARY SEARCH TREES

In this section we describe the Pólya urns that we will use in the analysis of fringe
subtrees to prove Theorem 3.2 and Theorem 3.4 for m-ary search trees. We consider either
ordered or unordered trees, see Remark 3.1.

Let T 1, . . . , T d be a fixed sequence of (nonrandom) m-ary search trees and let Yn =

(XT 1

n , XT 2

n , . . . , XT d

n ), where XT i

n is the number of fringe subtrees in Tn that are isomor-
phic to T i. We may assume that at least one tree T i contains at leastm−2 keys. (Otherwise
we simply add one such tree to the sequence.)

Assume that we have a given m-ary search tree Tn together with its external nodes.
Denote the fringe subtree of Tn rooted at a node v by Tn(v). We say that a node v is living
if Tn(v) � T i for some i ∈ {1, . . . , d}, i.e., if Tn(v) is isomorphic to some T i or can be
grown to become one of them by adding more keys. Note that this includes all external
nodes and all leaves (by the assumption above). Furthermore, we let all descendants of a
living node be living. All other nodes are dead.

Now erase all edges from dead nodes to their children. This yields a forest of small trees,
where each tree either consists of a single dead node or is living (meaning that all nodes are
living) and can be grown to become one of the T i. We regard these small trees as the balls
in our generalised Pólya urn. Hence, the types in this Pólya urn are all (isomorphism types
of) nonrandom m-ary search trees T such that T � T i for some i ∈ {1, . . . , d}, plus one
dead type. We denote the set of living types by

S :=

d⋃
i=1

{T : T � T i}, (5.1)

and the set of all types by S∗ := S ∪ {∗}, where ∗ is the dead type.
When a key is added to the tree Tn, it is added to a leaf or an external node, and thus

to one of the living subtrees in the forest just described. If the root of that subtree still is
living after the addition, then that subtree becomes a living subtree of a different type; if the
root becomes dead, then the subtree is further decomposed into one or several dead nodes
and several (at least m) living subtrees. In any case, the transformation does not depend on
anything outside the subtree where the key is added. The random evolution of the forest
obtained by decomposing Tn is thus described by a Pólya urn with the types above, where
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each type has activity equal to its number of gaps, and certain transition rules that in general
are random, since the way a subtree is decomposed (or perhaps not decomposed) typically
depends on where the new key is added.

Note that dead balls have activity 0; hence we can ignore them and consider only the
living types (i.e., the types in S) and we will still have a Pólya urn. The number of dead
balls can be recovered from the numbers of balls of other types if it is desired, since the
total number of keys is fixed and each dead ball contains m− 1 keys.

Let Xn,T be the number of balls of type T in the Pólya urn, for T ∈ S. The trees T i that
we want to count correspond to different types in the Pólya urn, but they may also appear
as subtrees of larger living trees. Hence, if n(T, T ′) denotes the number of fringe subtrees
in T that are isomorphic to T ′, then XTi

n is the linear combination

XT i

n =
∑
T∈S

n(T, T i)Xn,T . (5.2)

The strategy to prove Theorem 3.2 should now be obvious. We verify that the Pólya
urn satisfies the conditions of Theorem 4.1 (this is done in Section 6); then that theorem
yields asymptotic normality of the vectors (Xn,T )T∈S , and then asymptotic normality of
(XT 1

n , . . . , XT d

n ) follows from (5.2).

Example 5.1 (a Pólya urn to count fringe subtrees with k keys). As an important example,
let us consider the problem of finding the distribution of the number of fringe subtrees with
a given number of keys, as in Theorem 3.4. In this case, the order of children in the tree
does not matter so it is simplest to regard the trees as unordered.

Thus, fix k ≥ m−2 and let T i, i ∈ {1, . . . , d}, be the sequence of all m-ary search trees
that can be obtained with at most k keys. Hence, (5.1) yields S = {T i : 1 ≤ i ≤ d}.

In the decomposition of an m-ary search tree constructed above, a node v is living if and
only if the fringe subtree rooted at v has at most k keys. Hence, the decomposition consists
of all maximal fringe subtrees with at most k keys, plus dead nodes, which we ignore.

The replacement rules in the Pólya urn are easy to describe: The types are the m-ary
search trees with at most k keys. A type T with j keys has j + 1 gaps, and is thus given
activity j + 1. Let T1, . . . , Tj+1 be the trees obtained by adding a key to one of these gaps
in T . (Some of these may be equal.) If we draw a ball of type T and j < k, then the
drawn ball is replaced by one ball of a type randomly chosen among T1, . . . , Tj+1 (with
probability 1/(j + 1) each); note that these trees have j + 1 ≤ k keys and are themselves
types in the urns. On the other hand, if j = k, then each of these trees has k + 1 keys
so its root is dead; the root contains m − 1 keys so after removing it we are left with m
subtrees with together k + 1 − (m − 1) ≤ k keys, so these subtrees are all living and the
decomposition stops there. Consequently, when j = k, the drawn ball is replaced by m
balls of the types obtained by choosing one of T1, . . . , Tk+1 at random and then removing
its root.

To find the number of fringe subtrees with k keys, we sum the numbers Xn,T of balls of
type T in the urn, for all types T with exactly k keys. Note that we similarly, using (5.2),
may obtain the number of fringe subtrees with ` keys, for any ` ≤ k, from the same urn.
This enables us to obtain joint convergence in Theorem 3.4 for several different k, with
asymptotic covariances that can be computed from this urn.

Note that for k = m − 2, the urn described here consists of m − 1 types, viz. a single
node with i− 1 keys for i = 1, . . . ,m− 1. This urn has earlier been used in [14, 11, 15] to
study the number of nodes, and the numbers of nodes with different numbers of keys, in an
m-ary search tree.
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In Section 7 we give an example with m = 3 and k = 4; in that case there are 6 different
(living) types in the Pólya urn.

Remark 5.2. The types described by the Pólya urns above all have activities equal to the
total number of gaps in the type. Since the total number of gaps increases by 1 in each
step, we have a · ξi = 1 for every i, deterministically; in particular, (4.7) holds with c = 1.
Hence, λ1 = 1 by Remark 4.2.

6. PROOFS

As said in Section 4, it is easy to see that the Pólya urns constructed in Section 5 satisfy
(A1)–(A7), for example with the help of [11, Lemma 2.1]. To apply Theorem 4.1 it remains
to show that Reλ < λ1/2 for each eigenvalue λ 6= λ1. We will find the eigenvalues of A
by using induction on the size of S, the set of (living) types. For definiteness we consider
the version with ordered unlabelled trees; the version with unordered trees is the same up
to minor differences that are left to the reader.

Note that there is exactly one type that has activity j for every j ∈ {1, . . . ,m − 1}.
(These correspond to the nodes holding j − 1 keys.) These types are the m− 1 smallest in
the partial order �, and they always belong to the set S constructed in Section 5.

Let q := |S| be the number of types in S, and choose a numbering T1, . . . , Tq of these q
types that is compatible with the partial order �. For k ≤ q, let

Sk := {T1, . . . , Tk} . (6.1)

For k ≥ m−1, we may thus consider the Pólya urn with the k types in Sk constructed as in
Section 5. Note that this corresponds to decomposing Tn into a forest with all components
in Sk ∪ {∗}. Furthermore, let X kn := (Xk

n,1, . . . , X
k
n,k), where Xk

n,i is the number of balls
of type Ti in the urn with types Sk at time n and let Ak be the intensity matrix of this Pólya
urn. Thus A = Aq.

First let us take a look at the diagonal values ξii. In the result below we assume m ≥ 3,
the case m = 2 is similar and we refer to [10] for the corresponding statement and proof in
that case.

Proposition 6.1. Let m ≥ 3 and m − 1 ≤ k ≤ q. Then (Ak)ii = −ai for every type
i = 1, . . . , k. Hence, the trace satisfies

tr(Ak) = −
k∑
i=1

ai. (6.2)

Proof. Observe that if we draw a ball of type i with ki keys, then the ball is replaced
either by a single ball of a type with ki + 1 keys or by several different balls obtained by
decomposing a tree with ki+1 keys that has a dead root. In the latter case,m−1 of the keys
are in the dead root, so each living tree in the decomposition has at most ki+1− (m−1) =
ki −m+ 2 keys.

Hence, if m ≥ 3, then in no case will there be a ball with exactly ki keys among the
added balls, and in particular no ball of type i; consequently, ξii = −1 and (Ak)ii = −ai,
see (4.1). �

Theorem 6.2. Let m ≥ 2. The eigenvalues of A are the m − 1 roots of the polynomial
φm(λ) :=

∏m−1
i=1 (λ+ i)−m! plus the multiset

{−ai : i = m,m+ 1, . . . , q} . (6.3)
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Proof. We prove by induction on k that the theorem holds for Ak (with q replaced by k in
(6.3)), for any k with m− 1 ≤ k ≤ q. The theorem is the case k = q.

First, for the initial case k = m − 1, Ti is a single node with i − 1 keys, i = 1, . . . , k;
thus Xm−1

n,i is the number of nodes with i − 1 keys, i.e., the number of nodes with i gaps.
(In particular, Xm−1

n,1 is the number of external nodes.) This Pólya urn with m−1 types has
earlier been analyzed, see e.g., [11, Example 7.8] and [15, Section 8.1.3]. The (m − 1) ×
(m − 1) matrix Am−1 has elements ai,i = −i for i ∈ {1, . . . ,m − 1}, ai,i−1 = i − 1 for
i ∈ {2, . . . ,m}, a1,m−1 = m · (m− 1) and all other elements ai,j = 0, i.e.,

Am−1 =



−1 0 0 . . . 0 m(m− 1)
1 −2 0 . . . 0 0
0 2 −3 . . . 0 0
0 0 3 . . . 0 0
...

...
...

. . .
...

...
0 0 0 . . . m− 2 −(m− 1)


. (6.4)

As is well-known, the matrix Am−1 has characteristic polynomial φm(λ); this shows the
theorem for k = m− 1, since the set (6.3) is empty in this case.

We proceed to the induction step. Let m − 1 ≤ k < q. By using arguments similar to
those that were used in the proof of [8, Lemma 5.1] we will show that Ak+1 inherits (with
multiplicities) the eigenvalues of Ak. We write ak = (a1, . . . , ak) for the activity vector for
the Pólya urn with types in Sk.

We have Sk+1 = Sk ∪ {Tk+1}. Since the vector X k+1
n obviously determines also the

number of subtrees of each type in the decomposition of Tn into the types in Sk, there is
an obvious linear map T : Rk+1 → Rk that is onto such that X kn = TX k+1

n . Furthermore,
starting the urns with an arbitrary (deterministic) non-zero vector X k+1

0 ∈ Zk+1
≥0 and X k0 =

TX k+1
0 , the urn dynamics yield

E(X k+1
1 −X k+1

0 ) =
Ak+1X k+1

0

ak+1 · X k+1
0

, (6.5)

E(Xk
1 −Xk

0 ) =
AkX

k
0

ak ·Xk
0

. (6.6)

Consequently, since also ak+1 · X k+1
0 = ak · Xk

0 (this is the total activity, i.e., the total
number of gaps),

TAk+1X k+1
0 = (ak+1 · X k+1

0 )T E(X k+1
1 −X k+1

0 ) = (ak ·Xk
0 ) E(Xk

1 −Xk
0 ) = AkX

k
0

= AkTX k+1
0 ,

and thus, since X k+1
0 is arbitrary,

TAk+1 = AkT. (6.7)

Let u′ be a left generalised eigenvector of rank m corresponding to the eigenvalue λ of
the matrix Ak, i.e.,

u′(Ak − λIk)m = 0.

Then, by (6.7),
u′T (Ak+1 − λIk+1)

m = u′(Ak − λIk)mT = 0,

and thus u′T = (T ′u)′ is a left generalised eigenvector of Ak+1 for the eigenvalue λ. Since
T is onto, T ′ is injective and thus T ′ is an injective map of the generalised eigenspace (for λ)
of Ak into the generalised eigenspace of Ak+1. This shows that λ is an eigenvalue of Ak+1
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with algebraic multiplicity at least as large as for Ak. Consequently, if Ak has eigenvalues
λ1, . . . , λk (including repetitions, if any), then Ak+1 has eigenvalues λ1, . . . , λk, λk+1 for
some complex number λk+1.

Then the result follows by the following observation. The trace of a matrix is equal to
the sum of the eigenvalues; hence,

trAk+1 = λ1 + · · ·+ λk+1 = trAk + λk+1 (6.8)

and thus by (6.2) (when m > 2) or the corresponding result in [10] (when m = 2),

λk+1 = tr(Ak+1)− tr(Ak) = −ak+1. (6.9)

Thus, by induction, Theorem 6.2 holds for every Ak, with m−1 ≤ k ≤ q, and in particular
for A = Aq. �

Theorem 6.2 shows that the eigenvalues of A are the roots of φm plus some negative
numbers −ai; hence the condition Reλ < λ1/2 in Theorem 4.1 is satified for all eigen-
values of A except λ1 if the condition is satisfied for the roots of φm (except λ1); it is
well-known that this holds if m ≤ 26, but not for larger m, see [16] and [6].

In the remainder of this section we assume m ≤ 26. Thus Reλ < λ1/2 for every
eigenvalue λ 6= λ1, and Theorem 4.1 applies to the urn defined above.

Proof of Theorem 3.2. By Theorem 4.1(i), (4.6) holds, with µ = λ1v1 = v1.
By (5.2), Yn =

(
XT 1

n , XT 2

n , . . . , XT d

n

)
= RXn for some (explicit) linear operator R.

Hence, (4.6) implies

n−1/2
(
Yn − nRµ

)
= R

(
n−1/2(Xn − µ)

) d−→ N
(
0, RΣR′

)
. (6.10)

Furthermore, by [12],
EXn = nµ+ o

(
n1/2

)
, (6.11)

and thus
µn = EYn = R

(
EXn

)
= nRµ+ o

(
n1/2

)
. (6.12)

Hence, (6.10) implies (3.1) (with the covariance matrix RΣR′, where Σ is as in (4.6)).
Moreover, as said in Remark 3.3, it follows from [9], to be precise by combining [9,

(5.30), Theorem 7.10 and Theorem 7.11], that

EYn = nµ̂+ o(n). (6.13)

By combining (6.12) and (6.13) we see that Rµ = µ̂ (since neither depends on n), and thus
(6.12) yields (3.3), which completes the proof. �

Proof of Theorem 3.4. This follows from Theorem 3.2; we refer to [10] for details. �

7. EXAMPLE OF THEOREM 3.4 WHEN m = 3 AND k = 4

We consider the case when we want to evaluate σ24 in Theorem 3.4 in the case of a random
ternary search tree (m = 3). We use the construction of the Pólya urn in Example 5.1, which
gives an urn with the following 6 different (living) types:

1. An empty node.
2. A node with one key.
3. A node with two keys and three external children.
4. A tree with a root holding two keys and one child holding one key, plus two external

children.
5. A tree with a root holding two keys and two children holding one key each, plus one

external child.
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Type 4 Type 5 Type 6

Type 1 Type 2 Type 3

FIGURE 1. The different types for counting the number of the fringe sub-
trees with four keys in a ternary search tree.

Type 5

Type 5

4/5

1/5

Type 1+Type2+Type3

3.Type 2

FIGURE 2. The two possibilities for adding a key to a node in a tree of
type 5 of a ternary search tree.

6. A tree with a root holding two keys and one child holding two keys, plus two external
children of the root and three external childen of the leaf.

See Figure 1 for an illustration of these types.
The activities of the types are 1, 2, 3, 4, 5, 5. We can easily describe the intensity matrix,

first noting that if we draw a type k for k ≤ 3 it is replaced by one of type k + 1. If we
draw a type 4 it is replaced by one of type 5 with probability 1/2 and one of type 6 with
probability 1/2. If we draw a type 5 it is replaced by three of type 2 with probability 1/5,
and one each of the types 1, 2 and 3 with probability 4/5; see Figure 2 for an illustration.
Finally if we draw a type 6 it is replaced by one each of the types 1, 2 and 3 with probability
2/5, and two of type 1 and one of type 4 with probability 3/5.
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Thus, we get the intensity matrix A in (4.1) as

A =


−1 0 0 0 4 8

1 −2 0 0 7 2
0 2 −3 0 4 2
0 0 3 −4 0 3
0 0 0 2 −5 0
0 0 0 2 0 −5

 . (7.1)

The eigenvalues are, by direct calculation or by Theorem 6.2,

1,−3,−4,−4,−5,−5. (7.2)

(We know already that λ1 = 1, as was noted in Section 6 as a consequence of Remark 4.2.)
Furthermore, by Remark 4.2, the left eigenvector u1 = a = (1, 2, 3, 4, 5, 5). The right

eigenvector v1, with the normalization (4.2), is v1 = (3/25, 1/10, 2/25, 3/50, 1/50, 1/50).
Note that µ = v1 in Theorem 4.1, since λ1 = 1. Hence, the asymptotic mean in (3.6) for
Xn,4 is (µ5 +µ6)n = n

25 . (However, to get the asymptotic expectation in (3.6) for arbitrary
k and m we could instead use branching processes, see [9].)

To calculate the variance σ24 , we calculate the covariance matrix Σ in Theorem 4.1 by
Theorem 4.1(ii); thus we first calculate Bi, B and ΣI in in (4.3)–(4.5). Since A is diag-
onalisable, there is also an alternative way to calculate Σ, see Remark 4.2; see also [10,
Theorem 4.1(iii)] and [11, Lemma 5.3].

To calculateB in (4.4) we need to calculateBi = E(ξiξ
′
i) in (4.3). We only describe how

to get the matrix B5 since the other cases are analogous. We get B5 = 1
5 · b1b

′
1 + 4

5 · b2b
′
2,

where b1 = (0, 3, 0, 0,−1, 0)′ and b2 = (1, 1, 1, 0,−1, 0)′; see Figure 2. Now we can use
Mathematica to evaluate the integral in (4.5), which yields ΣI . Finally, Σ = ΣI by Theorem
4.1 with c = 1. The result is given in (7.3).

Σ =



29017
259875 −

117371
10395000 − 44311

5197500 − 2143
945000 − 28289

5197500 − 28289
5197500

− 117371
10395000

7379
83160 − 34927

5197500 − 3907
236250 −

166037
20790000 −

166037
20790000

− 44311
5197500 − 34927

5197500
159241
2598750 − 4747

236250 −
84709

10395000 −
84709

10395000

− 2143
945000 − 3907

236250 − 4747
236250

39227
945000 − 13309

1890000 − 13309
1890000

− 28289
5197500 −

166037
20790000 −

84709
10395000 −

13309
1890000

22613
1299375 − 6749

2598750

− 28289
5197500 −

166037
20790000 −

84709
10395000 −

13309
1890000 − 6749

2598750
22613

1299375



. (7.3)

However to calculate σ24 , we only need the submatrix

∆ =

 σ5,5 σ5,6

σ6,5 σ6,6

 =

 22613
1299375 − 6749

2598750

− 6749
2598750

22613
1299375

 . (7.4)

Summing the σi,j in (7.4), which is equivalent to calculating (1, 1)∆(1, 1)′, we find

σ24 =
38477

1299375
.
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Note that we can use this urn to calculate the asymptotic variance for the total number of
leaves in the random ternary search tree, which was evaluated in [8, Theorem 4.1]. We get

(0, 1, 1, 1, 2, 1)Σ(0, 1, 1, 1, 2, 1)′ =
89

2100
.

We could also use this urn to evaluate

σ23 = (0, 0, 0, 1, 0, 0)Σ(0, 0, 0, 1, 0, 0)′ =
39227

945000
, (7.5)

σ22 = (0, 0, 1, 0, 0, 1)Σ(0, 0, 1, 0, 0, 1)′ =
131

2100
, (7.6)

σ21 = (0, 1, 0, 1, 2, 0)Σ(0, 1, 0, 1, 2, 0)′ =
8

75
. (7.7)
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