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Abstract
We consider the Hausdorff dimension of random cov-
ering sets formed by balls with centres chosen inde-
pendently at random according to an arbitrary Borel
probabilitymeasure onℝ𝑑 and radii given by a determin-
istic sequence tending to zero. We prove, for a certain
parameter range, the conjecture by Ekström and Pers-
son concerning the exact value of the dimension in the
special case of radii (𝑛−𝛼)∞

𝑛=1
. For balls with an arbi-

trary sequence of radii, we find sharp bounds for the
dimension and show that the natural extension of the
Ekström–Persson conjecture is not true in this case.
Finally, we construct examples demonstrating that there
does not exist a dimension formula involving only the
lower and upper local dimensions of the measure and a
critical parameter determined by the sequence of radii.

MSC 2020
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1 INTRODUCTION

The limsup set 𝐸(𝐴𝑛) of a sequence (𝐴𝑛)∞𝑛=1 of subsets of some space 𝑋 consists of those points of
𝑋 which belongs to infinitely many of the sets 𝐴𝑛, that is,

𝐸(𝐴𝑛) ∶= lim sup
𝑛→∞

𝐴𝑛 =

∞⋂
𝑛=1

∞⋃
𝑘=𝑛

𝐴𝑘.
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A random covering set is a limsup set where the selection of the sets 𝐴𝑛 involves some random-
ness. In this paper, we consider the case where the random sets 𝐴𝑛 are balls with centres chosen
independently at random according to an arbitrary Borel probability measure on ℝ𝑑 and with
radii given by a deterministic sequence tending to zero. The study of random covering sets may
be traced back to a paper of Borel [3] in the late 1890’s, where he stated that a given point of
a circle belongs almost surely to infinitely many independently placed arcs provided the sum
of their lengths is infinite. That article is the origin of a theorem nowadays known as the sec-
ond Borel–Cantelli lemma. The dimensional properties of related limsup sets were implicitly
studied by Besicovitch [2] and Eggleston [7] in the connection of Besicovitch–Eggleston sets con-
cerning 𝑘-adic expansions of real numbers. This kind of limsup sets appear also in Diophantine
approximation as demonstrated by the classical theorems of Khintchine [22] and Jarník [19].
In this paper, we concentrate on the Hausdorff dimension of random covering sets. For the

closely related topic of shrinking target problem, we refer to [4, 5, 15, 16, 23, 24, 27, 35]. To our
knowledge, the first result concerning the Hausdorff dimension of random covering sets is due to
Jaffard. In [18, Theorem 2], he proved a ubiquity theorem from which it readily follows that the
Hausdorff dimension of the set of points on the 𝑑-dimensional torus covered by infinitely many
balls with radii 𝑟 = (𝑟𝑛)∞𝑛=1 whose centres are placed independently according to the Lebesgue
measure equals almost surely the critical exponent of convergence 𝑠2(𝑟) (defined in Equation (2.1))
provided this number is at most 𝑑. This result was later reproved by Fan and Wu in [13] and
by Durand in [6] using different methods. Observe that, in the special case 𝑟𝑛 = 𝑛−𝛼, one easily
checks that 𝑠2(𝑟) =

1

𝛼
. Various versions of ubiquity theorems, also known as mass transference

principles (see [1, 5, 11, 18, 26]), have turned out to be useful tools in the study of random covering
sets. In [20], an almost sure dimension formula for uniformly independently placed rectangles
on the 𝑑-dimensional torus was derived under a monotonicity assumption on side lengths of the
rectangles. The formula is as in Equation (2.1) with 𝑟𝑛 replaced by the singular value function of
a rectangle. Persson [31] proved an almost sure lower bound for uniformly independently placed
open sets. For rectangles, this lower bound equals the value obtained in [20], proving that the
monotonicity assumption made in that paper is not needed, since the upper bound proved in [20]
is (trivially) valid for all realisations. Finally, in [14] Feng et al. derived an almost sure dimension
formula in the case of independent randomgeneral Lebesguemeasurable sets chosen according to
a compactly supported Borel probabilitymeasure on a Riemannianmanifold having an absolutely
continuous component with respect to the Riemannian volume.
There are natural ways to continue the study of random covering sets: one may replace the

underlying space, which is a Riemannian manifold in [14], by a metric space, one may study uni-
form coverings, one may investigate random covering sets generated by a dependent sequence
of random sets or one may consider purely singular generating probability measures. The first
line has been pursued in [8, 9, 11, 17, 21, 30]. For uniform coverings, see [25]. Fan et al. [12] and
Liao and Seuret [28] studied the dependent case for balls with radii (𝑛−𝛼)∞

𝑛=1
in the setting, where

the centres are distributed along an orbit of an expanding Markov map on the unit circle and the
initial point of the orbit is chosen according to a Gibbs measure. Persson and Rams [33] investi-
gated the similar setting for piecewise expanding maps on the unit interval. In these cases, the
dimension formula depends on 𝛼 and the multifractal spectrum of the Gibbs measure. Hu and
Li [17] considered the setting with balls in metric spaces with a general sequence of radii 𝑟 and
centres chosen according to an exponentially mixing measure whose one-dimensional marginals
are Ahlfors regular. In that case, the dimension is given by the critical exponent 𝑠2(𝑟). The inde-
pendent case with a purely singular generating probability measure was studied by Seuret [34] for
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3 of 27 JÄRVENPÄÄ et al.

balls with radii (𝑛−𝛼)∞
𝑛=1

and centres chosen independently according to a Gibbs measure on the
symbolic space giving a result analogous to that of [12, 28].
In [10], Ekström and Persson studied the model with balls having radii (𝑛−𝛼)∞

𝑛=1
and centres

placed independently at random according to a general Borel probability measure on ℝ𝑑. They
proved that the Hausdorff dimension of the random covering set is almost surely bounded from
below by 1

𝛼
− 𝛿 provided the upper Hausdorff dimension of the measure is larger than 1

𝛼
. Here,

𝛿 is the essential infimum of the differences of the upper and lower local dimensions in a certain
range, see Equation (2.4). For a general 𝛼, they gave almost sure lower and upper bounds for
the dimension depending on the fine and coarse multifractal spectra of the measure and stated a
conjecture that the almost sure dimension is equal to the value of the increasing 1-Lipschitz hull
of the fine multifractal spectrum at the point 1

𝛼
. In particular, if the upper Hausdorff dimension

of the measure is larger than 1

𝛼
, it is easy to see that this value is equal to 1

𝛼
.

In this paper, we prove that the Ekström–Persson conjecture is true in the range where 1

𝛼
is at

most the upper Hausdorff dimension of the measure, that is, for almost all 𝜔,

dimH𝐸(𝐵(𝜔𝑛, 𝑛
−𝛼)) =

1

𝛼

provided 1

𝛼
⩽ dimH𝜇 (see Theorem 2.3). We also derive a lower (and an upper) bound for the

almost sure dimension which improves the one in Equation (2.3) and is valid for all sequences of
radii, that is, for almost all 𝜔,

𝑠2(𝑟)𝛿 ⩽ dimH𝐸(𝐵(𝜔𝑛, 𝑟𝑛)) ⩽ 𝑠2(𝑟)

provided 𝑠2(𝑟) < dimH𝜇, where 𝛿 is the essential supremum of the ratio of the lower and upper
local dimensions over a certain range (see (Theorem 2.5). We construct an example showing that
the bounds in Theorem 2.5 are sharp and that the natural extension of the Ekström–Persson con-
jecture is not true for general sequences of radii (Example 7.2). Example 7.1 demonstrates that the
dimension may be independent of the difference between the lower and upper local dimensions.
Finally, combining Examples 7.1 and 7.2, we conclude that there is no dimension formula for gen-
eral sequences of radii 𝑟 which depends only on 𝑠2(𝑟) and the lower and upper local dimensions
of the generating measure.
The paper is organised as follows. In Section 2, we introduce some notation and state our main

results. In Section 3, we state some preliminary lemmas needed in later sections. Section 4 is
devoted to the proof of our main technical tool (Theorem 2.8) from which our main theorems
(Theorems 2.3 and 2.5) follow. In Section 5, we prove Theorem 2.3 and, in Section 6, we prove
Theorem 2.5. Finally, in Section 7, we construct examples (Examples 7.1 and 7.2) showing the
sharpness of our results.

2 NOTATION AND RESULTS

Wedenote by(ℝ𝑑) the space of Borel probabilitymeasures onℝ𝑑 and denote by spt𝜇 the support
of a measure 𝜇 ∈ (ℝ𝑑). We write 𝐵(𝑥, 𝑟) for the open ball with centre 𝑥 ∈ ℝ𝑑 and radius 𝑟 > 0.
We will use the notation 𝑟 = (𝑟𝑘)∞𝑘=1 for sequences of positive numbers.
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THE EKSTRÖM–PERSSON CONJECTURE 4 of 27

Remark 2.1.

(a) We note that our results remain unchanged if all the open balls are replaced by closed balls.
(b) In some articles mentioned in the Introduction, the generating measure is assumed to be

compactly supported.Wewill also utilise tools stated only for compactly supportedmeasures.
However, our results are valid for all Borel probabilitymeasures𝜇, since theHausdorff dimen-
sion of any set 𝐸 may be approximated by the Hausdorff dimensions of sets 𝐸 ∩ 𝐵(0, 𝑅) with
𝑅 tending to infinity and we may write 𝜇 = 𝜇|𝐵(0,𝑅) + 𝜇|ℝ𝑑⧵𝐵(0,𝑅), where 𝜇|𝐴 is the restriction
of 𝜇 to a set 𝐴. For a precise statement, see [10, Lemma 9.3] (also stated as Lemma 3.5). Note
that the upper bounds in Theorems 2.3 and 2.5 are trivial.

For a measure 𝜇 ∈ (ℝ𝑑), the lower and upper local dimensions of 𝜇 at a point 𝑥 are defined
by

dim
loc
𝜇(𝑥) ∶= lim inf

𝑟→0

log 𝜇(𝐵(𝑥, 𝑟))

log 𝑟
and dimloc𝜇(𝑥) ∶= lim sup

𝑟→0

log 𝜇(𝐵(𝑥, 𝑟))

log 𝑟
.

If these notions agree, wewrite dimloc𝜇(𝑥) for the common value. The lower and upper Hausdorff
dimensions of 𝜇 are defined by

dim
H
𝜇 ∶= ess inf

𝑥∼𝜇
dim

loc
𝜇(𝑥) and dimH𝜇 ∶= ess sup

𝑥∼𝜇
dim

loc
𝜇(𝑥).

Again, if these notions agree, we denote the common value by dimH𝜇.

Definition 2.2. Let 𝜇 ∈ (ℝ𝑑) and consider the probability space (Ω, ℙ), whereΩ ∶= spt𝜇ℕ and
ℙ ∶= 𝜇ℕ. Let 𝑟 = (𝑟𝑘)∞𝑘=1 be a sequence of positive numbers. Given 𝜔 ∈ Ω, the random covering
set generated by the sequence 𝑟 is the limsup set

𝐸𝑟(𝜔) ∶= lim sup
𝑘→∞

𝐵(𝜔𝑘, 𝑟𝑘) =

∞⋂
𝑘=1

∞⋃
𝑛=𝑘

𝐵(𝜔𝑛, 𝑟𝑛).

In the special case 𝑟𝑘 = 𝑘−𝛼 for all 𝑘 ∈ ℕ and for some𝛼 > 0, wewrite𝐸𝛼(𝜔) for the corresponding
limsup set, that is,

𝐸𝛼(𝜔) ∶= lim sup
𝑘→∞

𝐵(𝜔𝑘, 𝑘
−𝛼).

By Kolmogorov’s zero-one law, the quantity dimH 𝐸𝑟(𝜔) is constant ℙ-almost surely since {𝜔 ∈
Ω ∣ dimH 𝐸𝑟(𝜔) ⩽ 𝛽} is a tail event for all 𝛽 ⩾ 0 (see, e.g., [21, Lemma 3.1]). Let 𝑓𝜇(𝑟) denote this
almost sure value of dimH 𝐸𝑟(𝜔). We also write 𝑓𝜇(𝛼) for the almost sure value of dimH𝐸𝛼(𝜔). For
a sequence 𝑟 of positive numbers, set

𝑠1(𝑟) ∶= lim inf
𝑘→∞

log 𝑘

− log 𝑟𝑘
, 𝑠3(𝑟) ∶= lim sup

𝑘→∞

log 𝑘

− log 𝑟𝑘
and

𝑠2(𝑟) ∶= inf

{
𝑠 > 0 ∣

∞∑
𝑛=1

𝑟𝑠𝑛 < ∞

}
= sup

{
𝑠 > 0 ∣

∞∑
𝑛=1

𝑟𝑠𝑛 = ∞

}
. (2.1)
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5 of 27 JÄRVENPÄÄ et al.

We always have the inequalities

𝑠1(𝑟) ⩽ 𝑠2(𝑟) ⩽ 𝑠3(𝑟).

Furthermore, if 𝑟 is decreasing, then 𝑠2(𝑟) = 𝑠3(𝑟). This follows from the well-known fact (due to
Abel) that

∑∞
𝑛=1 𝑎𝑛 < ∞ implies lim𝑛→∞ 𝑛𝑎𝑛 = 0 if (𝑎𝑛)∞𝑛=1 is decreasing. Since the centres𝜔𝑘 are

independent identically distributed random variables, the quantity 𝑓𝜇(𝑟) remains unchanged if
the sequence 𝑟 is reordered. Thus, we may always assume that 𝑟 is decreasing. The quantity 𝑠2(𝑟)
is an upper bound for dimH𝐸𝑟(𝜔) for any realisation 𝜔. This can easily be seen by observing that

𝐸𝑟(𝜔) ⊆

∞⋃
𝑘=𝑁

𝐵(𝜔𝑘, 𝑟𝑘)

for every 𝑁 ∈ ℕ. In the special case where 𝑟 = (𝑘−𝛼)∞
𝑛=1

, we have that

𝑠1(𝑟) = 𝑠3(𝑟) =
1

𝛼
(2.2)

and, thus, 1
𝛼
is always an upper bound for 𝑓𝜇(𝛼). The almost sure dimension 𝑓𝜇(𝛼) has been

studied by Ekström and Persson in [10, Theorem 2.1]. They proved the following result.

Theorem Ekström–Persson. Let 𝜇 ∈ (ℝ𝑑) and 𝛼 > 0. If 1
𝛼
< dimH𝜇, then

𝑓𝜇(𝛼) ⩾
1

𝛼
− 𝛿, (2.3)

where

𝛿 ∶= ess inf
𝑥∼𝜇,

dimloc𝜇(𝑥)>1∕𝛼

(
dimloc𝜇(𝑥) − dimloc

𝜇(𝑥)
)
. (2.4)

Ekström and Persson also obtained lower and upper bounds for 𝑓𝜇(𝛼) when
1

𝛼
> dimH𝜇, and

they conjectured that the equality

𝑓𝜇(𝛼) = 𝐹𝜇

(
1

𝛼

)
(2.5)

always holds, where 𝐹𝜇 is the fine multifractal spectrum defined by

𝐹𝜇(𝑠) ∶= dimH{𝑥 ∈ spt𝜇 ∣ dimloc
𝜇(𝑥) ⩽ 𝑠}

and 𝐹𝜇 denotes the increasing 1-Lipschitz hull of 𝐹𝜇, that is,

𝐹𝜇(𝑠) ∶= inf {ℎ(𝑠) ∣ ℎ ⩾ 𝐹𝜇 is increasing and 1-Lipschitz continuous}.

Our first main result is the following theorem, which verifies Equation (2.5) in the case where
1

𝛼
⩽ dimH𝜇.
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THE EKSTRÖM–PERSSON CONJECTURE 6 of 27

Theorem 2.3. Let 𝜇 ∈ (ℝ𝑑) and 𝛼 > 0. If 1
𝛼
⩽ dimH𝜇, then

𝑓𝜇(𝛼) =
1

𝛼
.

Since 𝐸𝛽(𝜔) ⊂ 𝐸𝛼(𝜔) ⊂ spt𝜇 for 𝛽 > 𝛼, we immediately obtain the following corollary.

Corollary 2.4. Let 𝜇 ∈ (ℝ𝑑) be such that dimHspt𝜇 = dimH𝜇. Then for every 𝛼 > 0,

𝑓𝜇(𝛼) = min
{
1

𝛼
, dimHspt𝜇

}
.

Our second main theorem provides bounds for 𝑓𝜇(𝑟) for general sequences 𝑟.

Theorem 2.5. Let 𝜇 ∈ (ℝ𝑑) and let 𝑟 ∶= (𝑟𝑘)∞𝑘=1 be a sequence of positive numbers tending to 0.
If 𝑠2(𝑟) < dimH𝜇, then

𝑠2(𝑟)𝛿 ⩽ 𝑓𝜇(𝑟) ⩽ 𝑠2(𝑟),

where

𝛿 ∶= ess sup
𝑥∼𝜇,

dimloc𝜇(𝑥)>𝑠2(𝑟)

dim
loc
𝜇(𝑥)

dimloc𝜇(𝑥)
.

Remark 2.6.

(a) One may apply the methods used in [10] to prove a counterpart of the lower bound (2.3) also
for a general sequence 𝑟. In order to do this, one has to replace 1

𝛼
by 𝑠1(𝑟) in some places and

by 𝑠3(𝑟) in other places, and this leads to the lower bound

𝑓𝜇(𝑟) ⩾ 𝑠1(𝑟) − 𝛿̂,

where

𝛿̂ ∶= ess inf
𝑥∼𝜇,

dimloc𝜇(𝑥)>𝑠3(𝑟)

(
dimloc𝜇(𝑥) − dimloc

𝜇(𝑥)
)
.

Recall that, for a general decreasing sequence 𝑟, the strict inequality 𝑠1(𝑟) < 𝑠2(𝑟) is possible,
whilst 𝑠2(𝑟) = 𝑠3(𝑟) for all decreasing sequences.

b) The lower bound 𝑠2(𝑟)𝛿 obtained in Theorem 2.5 is always positive and larger than the quan-
tity 𝑠2(𝑟) − 𝛿̂. Indeed, fix 𝜇 ∈ (ℝ𝑑) and a sequence 𝑟 such that 𝑠2 ∶= 𝑠2(𝑟) < dimH 𝜇. By the
definition of 𝛿, we have for 𝜇-almost every 𝑥 satisfying the property dim

loc
𝜇(𝑥) > 𝑠2 that

𝑠2𝛿 ⩾ 𝑠2
dim

loc
𝜇(𝑥)

dimloc𝜇(𝑥)
= 𝑠2 −

𝑠2

dimloc𝜇(𝑥)

(
dimloc𝜇(𝑥) − dimloc

𝜇(𝑥)
)

⩾ 𝑠2 −
(
dimloc𝜇(𝑥) − dimloc

𝜇(𝑥)
)
,
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7 of 27 JÄRVENPÄÄ et al.

where the last inequality follows from the fact that 𝑠2 < dimloc
𝜇(𝑥) ⩽ dimloc𝜇(𝑥). Since the

above inequality holds true for 𝜇-almost every 𝑥 such that dim
loc
𝜇(𝑥) > 𝑠2, we have (by the

definition of 𝛿̂) that 𝑠2𝛿 ⩾ 𝑠2 − 𝛿̂.
(c) In [32, Theorem 2.8], Persson obtained an alternative lower bound for 𝑓𝜇(𝛼). More precisely,

he showed that if 1
𝛼
⩽ 𝑠(𝜇), then

𝑓𝜇(𝛼) ⩾
1

𝛼

dimH𝜇

𝑠(𝜇)
,

where

𝑠(𝜇) = lim
𝜀→0+

sup{𝑡 ∣ 𝐺𝜇(𝑡) ⩾ 𝑡 − 𝜀}

and 𝐺𝜇(𝑡) denotes the upper coarse spectrum of 𝜇. By Theorem 2.3, this is not always opti-
mal. It is an interesting open question whether a similar result could be proved for general
sequences, that is, whether

𝑓𝜇(𝑟) ⩾ 𝑠2(𝑟)
dimH𝜇

𝑠(𝜇)
(2.6)

holds for all 𝑟with 𝑠2(𝑟) ⩽ 𝑠(𝜇). If this indeedwere the case, it would be interesting to compare
it to the lower bound in Theorem 2.5. Recall that 𝐺𝜇(𝑡) is defined by the formula

𝐺𝜇(𝑡) ∶= lim
𝜀→0

lim sup
𝑟→0

log(𝑁(𝑡 + 𝜀, 𝑟) − 𝑁(𝑡 − 𝜀, 𝑟))

− log 𝑟
,

where𝑁(𝑡, 𝑟) is the number of 𝑟-adic cubes𝑄with 𝜇(𝑄) ⩾ 𝑟𝑡. Fix a sequence 𝑟 and numbers 𝑠
and 𝑢 with 𝑠2(𝑟) < 𝑠 < 𝑢 < 1. Let 𝜇1 be the measure constructed in Example 7.1 supported on
[0,1]. Since 𝜇1 is homogeneous in space, essentially all 𝑟-adic cubes with positive 𝜇1-measure
have almost equal measure. Further, for all 𝑡 ∈ [𝑠, 𝑢], there are infinitely many 𝑟 with 𝜇1(𝑄)
comparable to 𝑟𝑡 for essentially all 𝑟-adic cubes 𝑄 with nonzero measure, which implies that
𝑁(𝑡 + 𝜀, 𝑟) − 𝑁(𝑡 − 𝜀, 𝑟) is comparable to 𝑟−𝑡. Thus, 𝐺𝜇1(𝑡) = 𝑡 for all 𝑡 ∈ [𝑠, 𝑢]. Let 𝜇2 be the
natural probability measure on the standard Cantor set with dimension 𝑠 included in [2,3],
that is,𝜇2 is like𝜇1with 𝑢 = 𝑠. Set𝜇 ∶=

1

2
(𝜇1 + 𝜇2). Then,𝐺𝜇(𝑡) = 𝑡 for all 𝑡 ∈ [𝑠, 𝑢], dimH𝜇 =

𝑠, 𝑠(𝜇) ⩾ 𝑢 and 𝛿 = 1. Therefore, Theorem 2.5 gives better lower bound than Equation (2.6)
for 𝜇. We do not know if there exists a measure for which the lower bound in Equation (2.6)
is larger than the one in Theorem 2.5.

By noting that 𝛿 = 1 in Theorem 2.5, if dimloc𝜇(𝑥) exists and is larger than 𝑠2(𝑟) in a set of
positive measure, we obtain the following corollary.

Corollary 2.7. Suppose that 𝜇 ∈ (ℝ𝑑) is such that the local dimension dimloc𝜇(𝑥) exists in a set of
positive 𝜇-measure. Then, for any sequence 𝑟 satisfying 𝑠2(𝑟) < ess sup𝑥∼𝜇 dimloc𝜇(𝑥), we have that

𝑓𝜇(𝑟) = 𝑠2(𝑟).

 14697750, 2025, 1, D
ow

nloaded from
 https://londm

athsoc.onlinelibrary.w
iley.com

/doi/10.1112/jlm
s.70058 by U

ppsala U
niversity K

arin B
oye, W

iley O
nline L

ibrary on [27/12/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



THE EKSTRÖM–PERSSON CONJECTURE 8 of 27

In the proof of our main technical result (Theorem 2.8), we will make use of potential theoretic
arguments. The 𝑡-potential of a measure 𝜇 ∈ (ℝ𝑑) at a point 𝑥 is defined by

𝜙𝑡𝜇(𝑥) ∶= ∫ |𝑥 − 𝑦|−𝑡 𝑑𝜇(𝑦)
and the 𝑡-energy of 𝜇 is

𝐼𝑡(𝜇) ∶= ∫ 𝜙𝑡𝜇(𝑥) 𝑑𝜇(𝑥) = ∫ ∫ |𝑥 − 𝑦|−𝑡 𝑑𝜇(𝑦) 𝑑𝜇(𝑥).
The mutual 𝑡-energy of two measures 𝜇, 𝜈 ∈ (ℝ𝑑) is defined by

𝐽𝑡(𝜇, 𝜈) ∶= ∫ ∫ |𝑥 − 𝑦|−𝑡 𝑑𝜇(𝑦) 𝑑𝜈(𝑥).
We also define the 𝑡-capacity of a set 𝐴 ⊆ ℝ𝑑 by

Cap𝑡(𝐴) ∶= sup{𝐼𝑡(𝜇)
−1 ∣ 𝜇 ∈ (ℝ𝑑), spt𝜇 ⊂ 𝐴}.

It is well known that if Cap𝑡(𝐴) > 0, then dimH𝐴 ⩾ 𝑡 (see, e.g., [29, Chapter 8]). A measure 𝜇 ∈
(ℝ𝑑) is (𝐶, 𝑠)-Frostman if 𝜇(𝐵(𝑥, 𝑟)) ⩽ 𝐶𝑟𝑠 for every 𝑥 ∈ ℝ𝑑 and 𝑟 > 0. If there is no need to
emphasise the constant 𝐶, we will just say that 𝜇 is 𝑠-Frostman. It is well known that 𝐼𝑡(𝜇) < ∞
for all 𝑡 < 𝑠 provided 𝜇 is 𝑠-Frostman (see [29, p. 109]). Given 𝜇 ∈ (ℝ𝑑) and𝐴 ⊆ ℝ𝑑, we write 𝜇𝐴
for the normalised restriction of 𝜇 to 𝐴, that is,

𝜇𝐴(𝐵) = 𝜇(𝐴)
−1𝜇|𝐴(𝐵) = 𝜇(𝐴)−1𝜇(𝐴 ∩ 𝐵)

for 𝐵 ⊆ ℝ𝑑 with the interpretation that 𝜇𝐴 is the zero measure whenever 𝜇|𝐴 is.
The proofs of Theorems 2.3 and 2.5 are based on the following theorem, proved in Section 4.

Theorem 2.8. Let 𝜇 ∈ (ℝ𝑑) be 𝑠-Frostman. Let (𝑟𝑘)∞𝑘=1 be a decreasing sequence of positive num-
bers tending to zero. Let 0 < 𝑡 < 𝑠. Suppose that there exists a bounded sequence of positive numbers
(𝑏𝑘)

∞
𝑘=1

such that

𝜇

({
𝑥 ∈ spt𝜇 ∣

∞∑
𝑘=1

𝜒𝐴𝑡
𝑘
(𝑥)𝑏𝑘 = ∞

})
= 1, (2.7)

where 𝐴𝑡
𝑘
∶= {𝑥 ∈ spt𝜇 ∣ 𝐼𝑡(𝜇𝐵(𝑥,𝑟𝑘)) ⩽ 𝑏

−1
𝑘
} and 𝜒𝐵 is the characteristic function of a set 𝐵. Then

𝑓𝜇(𝑟) ⩾ 𝑡.

3 PRELIMINARY LEMMAS

In this section, we state and prove some lemmas needed in the proof of Theorem 2.8.
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9 of 27 JÄRVENPÄÄ et al.

Lemma 3.1. Let 𝜇 ∈ (ℝ𝑑) and let 𝜑 ⩾ 0 be a Borel function. Then

∫ 𝜑 𝑑𝜇 = ∫
∞

0
𝜇({𝑧 ∣ 𝜑(𝑧) > 𝑡}) 𝑑𝑡.

Proof. See [29, Theorem 1.15]. In that theorem, it is assumed that 𝜑(𝑧) ⩾ 𝑡, but the same proof
works also in the case 𝜑(𝑧) > 𝑡. □

Lemma 3.2. Assume that 𝜇 ∈ (ℝ𝑑) is (𝐶, 𝑠)-Frostman. Let 0 < 𝑡 < 𝑠, 𝑧0 ∈ spt𝜇 and 𝑟0 > 0. Then,
the following inequalities are valid. For every 𝑦 ∈ ℝ𝑑,

𝜙𝑡𝜇|𝐵(𝑧0,𝑟0) (𝑦) ⩽
𝐶
𝑡
𝑠 𝑠

𝑠 − 𝑡
𝜇(𝐵(𝑧0, 𝑟0))

1− 𝑡
𝑠 ⩽

𝐶𝑠

𝑠 − 𝑡
𝑟𝑠−𝑡0 and

𝐼𝑡(𝜇𝐵(𝑧0,𝑟0)) ⩽
𝐶
𝑡
𝑠 𝑠

𝑠 − 𝑡
𝜇(𝐵(𝑧0, 𝑟0))

− 𝑡
𝑠 .

Proof. The second inequality on the first line is trivial, since 𝜇 is (𝐶, 𝑠)-Frostman. To prove the
first inequality, write 𝐵0 ∶= 𝐵(𝑧0, 𝑟0) and let

𝜌0 ∶= sup{0 < 𝜌 ⩽ 𝑟0 ∣ 𝐶𝜌
𝑠 ⩽ 𝜇(𝐵0)}.

Since 0 < 𝜇(𝐵0) ⩽ 𝐶𝑟𝑠0 and the map 𝜌 ↦ 𝐶𝜌𝑠 is continuous, 𝜌0 ∈ ]0, 𝑟0] and 𝜌0 = (𝐶−1𝜇(𝐵0))
1
𝑠 .

Fix 𝑦 ∈ ℝ𝑑. By Lemma 3.1 and a change of variables,

𝜙𝑡𝜇|𝐵0 (𝑦) = ∫𝐵0 |𝑥 − 𝑦|−𝑡 𝑑𝜇(𝑥) = ∫
∞

0
𝜇({𝑥 ∈ 𝐵0 ∣ |𝑥 − 𝑦|−𝑡 > 𝛾}) 𝑑𝛾

= ∫
∞

0
𝜇(𝐵0 ∩ 𝐵(𝑦, 𝛾

− 1
𝑡 )) 𝑑𝛾 = 𝑡 ∫

∞

0
𝜇(𝐵0 ∩ 𝐵(𝑦, 𝑎))𝑎

−(𝑡+1) 𝑑𝑎

⩽ 𝑡

(
∫

𝜌0

0
𝐶𝑎𝑠−𝑡−1 𝑑𝑎 + ∫

∞

𝜌0

𝜇(𝐵0)𝑎
−(𝑡+1) 𝑑𝑎

)
⩽ 𝑡

(
𝐶

𝑠 − 𝑡
𝜌𝑠−𝑡0 + 𝜇(𝐵0)

𝜌−𝑡
0

𝑡

)

=
𝐶𝑡

𝑠 − 𝑡

(
𝐶−1𝜇(𝐵0)

) 𝑠−𝑡
𝑠 + 𝜇(𝐵0)

((
𝐶−1𝜇(𝐵0)

) 1
𝑠

)−𝑡
=

(
𝐶𝑡

𝑠 − 𝑡
𝐶
𝑡−𝑠
𝑠 + 𝐶

𝑡
𝑠

)
𝜇(𝐵0)

1− 𝑡
𝑠 =

𝐶
𝑡
𝑠 𝑠

𝑠 − 𝑡
𝜇(𝐵0)

1− 𝑡
𝑠 ,

which proves the first inequality. The last inequality follows by multiplying this pointwise
estimate by 𝜇(𝐵0)−1 and integrating with respect to the probability measure 𝜇𝐵0 . □

Lemma 3.3. Let (𝜉𝑛)∞𝑛=1 be a sequence of independent random variables. Then

lim inf
𝑛→∞

𝜉𝑛 ⩽ lim inf𝑛→∞
𝔼(𝜉𝑛)

almost surely.
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THE EKSTRÖM–PERSSON CONJECTURE 10 of 27

Proof. [8, Lemma 3.6]. □

Lemma 3.4. Let𝑋 ⊂ ℝ𝑑 be compact and let 𝜈 ∈ (𝑋). Suppose that (𝐴𝑛)∞𝑛=1 is a sequence of Borel
subsets of 𝑋 with lim𝑛→∞ 𝜈(𝐴𝑛) = 1. Then, lim𝑛→∞ 𝜈𝐴𝑛 = 𝜈 in the weak-∗ topology and

lim
𝑛→∞

𝐼𝑡(𝜈𝐴𝑛) = 𝐼𝑡(𝜈)

for every 𝑡 > 0.

Proof. [14, Lemma 3.5]. □

We finish this section with a simplified version of a lemma proved in [10].

Lemma 3.5. Let 𝜇 ≪ 𝜈 be Borel probability measures on a separable metric space 𝑋 such that the
density 𝑑𝜇

𝑑𝜈
is bounded. Then 𝑓𝜇(𝑟) ⩽ 𝑓𝜈(𝑟) for every sequence 𝑟.

Proof. [10, Lemma 9.3]. □

4 PROOF OF THEOREM 2.8

In the proof of Theorem 2.8, we will make use of the following deterministic result.

Lemma 4.1. Let 𝜈 be a finite Borel measure on a compact metric space 𝑋 and let (𝜑𝑛)∞𝑛=1 be a
sequence of nonnegative continuous functions on 𝑋 with the property that lim𝑛→∞ 𝜑𝑛 𝑑𝜈 = 𝜈 in the
weak-∗ topology and lim inf𝑛→∞ 𝐼𝑡(𝜑𝑛𝜌 𝑑𝜈) ⩽ 𝐼𝑡(𝜌 𝑑𝜈) whenever 𝜌 is a product of finitely many of
the functions {𝜑𝑛}𝑛∈ℕ. Then for every 𝑡 > 0,

Cap𝑡

(
spt𝜈 ∩ lim sup

𝑛→∞
(spt𝜑𝑛)

)
⩾
𝜈(𝑋)2

𝐼𝑡(𝜈)
.

Proof. [8, Lemma 1.4]. □

We are now ready to prove Theorem 2.8.

Proof of Theorem 2.8. In the proof, we are going to use Lemmas 3.4 and 4.1, which involve com-
pactly supported measures. If the support of 𝜇 is not compact, we may consider 𝜂 ∶= 𝜇𝐵(0,𝑅) for
an arbitrary 𝑅 > 0 such that 𝜇(𝐵(0, 𝑅)) > 0. Then, 𝜂 is a compactly supported Borel probability
measure which is (𝐶, 𝑠)-Frostman with some constant 𝐶 different from the one of 𝜇. Note that the
value of 𝐶 plays no role in the statement of Theorem 2.8. We may choose 𝑅 such that the bound-
ary of 𝐵(0, 𝑅) has zero 𝜇-measure. Thus, for 𝜂-almost all 𝑥 ∈ spt𝜂, we have that 𝜂𝐵(𝑥,𝑟𝑘) = 𝜇𝐵(𝑥,𝑟𝑘)
for all large enough 𝑘 ∈ ℕ. Therefore, 𝜂 satisfies the assumptions of Theorem 2.8. Since 𝜂 is abso-
lutely continuouswith respect to𝜇with bounded density, Lemma 3.5 implies that the lower bound
obtained for 𝑓𝜂(𝑟) is also a lower bound for 𝑓𝜇(𝑟). Thus, we may assume that spt𝜇 is compact.
Fix 0 < 𝑡 < 𝑠 and a sequence (𝑏𝑘)∞𝑘=1 such that Equation (2.7) holds. Our aim is to show that

𝑓𝜇(𝑟) ⩾ 𝑡. Since 𝑡 > 0 is fixed, we will denote the sets𝐴𝑡𝑘 from the statement simply by𝐴𝑘. By our
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11 of 27 JÄRVENPÄÄ et al.

assumption,

∞∑
𝑘=1

𝑏𝑘𝜒𝐴𝑘(𝑥) = ∞

for 𝜇-almost every 𝑥. Hence, we can choose sequences (𝑀𝑛)
∞
𝑛=1

and (𝑁𝑛)∞𝑛=1 of natural numbers
such that𝑀𝑛 < 𝑁𝑛 < 𝑀𝑛+1 for every 𝑛 ∈ ℕ,

𝑟𝑀𝑛
<
4−𝑛

2
and 𝜇(𝐹𝑛) ⩾ 1 − 2−𝑛, (4.1)

where

𝐹𝑛 ∶=

{
𝑥 ∈ spt𝜇 ∣

𝑁𝑛∑
𝑘=𝑀𝑛

𝜒𝐴𝑘(𝑥)𝑏𝑘 ⩾ 2
𝑛

}
.

Clearly, 𝐹𝑛 is a Borel set. We now establish some notation. Set

Σ𝑛 ∶= {𝐢 = (𝑖𝑀𝑛
, … , 𝑖𝑁𝑛 ) ∈ {0, 1}

𝑁𝑛−𝑀𝑛+1}.

For 𝐢 = (𝑖𝑀𝑛
, … , 𝑖𝑁𝑛 ) ∈ Σ𝑛, let

𝐴𝑛,𝐢 ∶=

⎛⎜⎜⎜⎜⎝
𝑁𝑛⋂
𝑗=𝑀𝑛
𝑖𝑗=1

𝐴𝑗

⎞⎟⎟⎟⎟⎠
⧵

⎛⎜⎜⎜⎜⎝
𝑁𝑛⋃
𝑗=𝑀𝑛
𝑖𝑗=0

𝐴𝑗

⎞⎟⎟⎟⎟⎠
and 𝑐𝑛,𝐢 ∶=

𝑁𝑛∑
𝑗=𝑀𝑛
𝑖𝑗=1

𝑏𝑗.

Set Σ′𝑛 ∶= {𝐢 ∈ Σ𝑛 ∣ 𝑐𝑛,𝐢 ⩾ 2
𝑛}. Note that

𝑁𝑛⋃
𝑘=𝑀𝑛

𝐴𝑘 =
⋃
𝐢∈Σ𝑛

𝐴𝑛,𝐢

with the right-hand side union disjoint, and

𝐹𝑛 =
⋃
𝐢∈Σ′𝑛

𝐴𝑛,𝐢. (4.2)

We will now consider the Borel probability measures

𝜇𝑛 ∶= 𝜇(𝐹𝑛)
−1

∑
𝐢∈Σ′𝑛

𝜇(𝐴𝑛,𝐢)𝑎𝑛,𝐢

𝑁𝑛∑
𝑗=𝑀𝑛

𝑏𝑗 𝜇|𝐴𝑗∩𝐴𝑛,𝐢 , (4.3)

where

𝑎𝑛,𝐢 ∶=

(
𝑁𝑛∑
𝑗=𝑀𝑛

𝑏𝑗𝜇(𝐴𝑗 ∩ 𝐴𝑛,𝐢)

)−1

(4.4)
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THE EKSTRÖM–PERSSON CONJECTURE 12 of 27

provided that 𝜇(𝐴𝑛,𝐢) > 0. Observe that

𝑁𝑛∑
𝑗=𝑀𝑛

𝑏𝑗 𝜇(𝐴𝑗 ∩ 𝐴𝑛,𝐢) = ∫𝐴𝑛,𝐢
𝑁𝑛∑
𝑗=𝑀𝑛

𝑏𝑗 𝜒𝐴𝑗 (𝑥) 𝑑𝜇(𝑥) = 𝑐𝑛,𝐢 𝜇(𝐴𝑛,𝐢),

hence

𝑎𝑛,𝐢 = (𝑐𝑛,𝐢𝜇(𝐴𝑛,𝐢))
−1 (4.5)

for 𝜇(𝐴𝑛,𝐢) > 0. Thus, for any Borel set 𝐵 ⊂ ℝ𝑑, we have that

𝜇𝑛(𝐵) = 𝜇(𝐹𝑛)
−1

∑
𝐢∈Σ′𝑛

𝜇(𝐴𝑛,𝐢)𝑎𝑛,𝐢

𝑁𝑛∑
𝑗=𝑀𝑛

𝑏𝑗 𝜇(𝐴𝑗 ∩ 𝐴𝑛,𝐢 ∩ 𝐵)

= 𝜇(𝐹𝑛)
−1

∑
𝐢∈Σ′𝑛

𝜇(𝐴𝑛,𝐢)𝑎𝑛,𝐢 ∫𝐴𝑛,𝐢∩𝐵
𝑁𝑛∑
𝑗=𝑀𝑛

𝑏𝑗 𝜒𝐴𝑗 (𝑥) 𝑑𝜇(𝑥)

= 𝜇(𝐹𝑛)
−1

∑
𝐢∈Σ′𝑛

𝜇(𝐴𝑛,𝐢)𝑎𝑛,𝐢 𝑐𝑛,𝐢 𝜇(𝐴𝑛,𝐢 ∩ 𝐵)

= 𝜇(𝐹𝑛)
−1

∑
𝐢∈Σ′𝑛

𝜇(𝐴𝑛,𝐢 ∩ 𝐵) = 𝜇(𝐹𝑛)
−1𝜇(𝐹𝑛 ∩ 𝐵).

Hence

𝜇𝑛 = 𝜇𝐹𝑛 . (4.6)

Since lim𝑛→∞ 𝜇(𝐹𝑛) = 1, Lemma 3.4 implies that 𝜇𝑛
𝑤-∗
XXXXX→
𝑛→∞

𝜇 and 𝐼𝑡(𝜇𝑛) XXXXX→𝑛→∞
𝐼𝑡(𝜇) (recall that 𝜇

is 𝑠-Frostman, hence 𝐼𝑡(𝜇) < ∞).
For all 𝑛 ∈ ℕ, define a Borel function 𝐸𝑛 ∶ ℝ𝑑 → ℝ by

𝐸𝑛(𝑥) ∶= 𝜇(𝐹𝑛)
−1

∑
𝐢∈Σ′𝑛

𝜇(𝐴𝑛,𝐢)𝑎𝑛,𝐢

𝑁𝑛∑
𝑗=𝑀𝑛

𝑏𝑗 ∫𝐴𝑗∩𝐴𝑛,𝐢
𝜒𝐵(𝑥,𝑟𝑗)(𝑧)

𝜇(𝐵(𝑧, 𝑟𝑗))
𝑑𝜇(𝑧). (4.7)

Using the fact 𝜒𝐵(𝑥,𝑟)(𝑧) = 𝜒𝐵(𝑧,𝑟)(𝑥) and Fubini’s theorem, we conclude that

∫ 𝐸𝑛(𝑥) 𝑑𝜇(𝑥) = 1,

hence Markov’s inequality yields

𝜇({𝑥 ∈ spt𝜇 ∣ 𝐸𝑛(𝑥) ⩾ 𝑛
2}) ⩽ 𝑛−2.

Fix 𝑁 ∈ ℕ large enough so that 𝜇(𝐺) > 0, where

𝐺 ∶=

∞⋂
𝑛=𝑁

{𝑥 ∈ spt𝜇 ∣ 𝐸𝑛(𝑥) < 𝑛
2}. (4.8)
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13 of 27 JÄRVENPÄÄ et al.

Clearly, 𝐺 is a Borel set. Such an 𝑁 exists since

𝜇(ℝ𝑑 ⧵ 𝐺) ⩽

∞∑
𝑛=𝑁

𝑛−2.

By the Lebesgue’s density theorem,

lim
𝑟↓0

𝜇(𝐺 ∩ 𝐵(𝑥, 𝑟))

𝜇(𝐵(𝑥, 𝑟))
= 1

for 𝜇-almost every 𝑥 ∈ 𝐺. Thus, we can choose a decreasing sequence (𝜀𝑛)∞𝑛=1 of positive numbers
tending to 0 such that

𝜇(𝐻𝑛) ⩾
(
1 −

1

𝑛

)
𝜇(𝐺), (4.9)

where

𝐻𝑛 ∶=

{
𝑥 ∈ 𝐺 ∣

𝜇(𝐺 ∩ 𝐵(𝑥, 𝑟))

𝜇(𝐵(𝑥, 𝑟))
⩾ 1 −

1

𝑛
for all 0 < 𝑟 < 𝜀𝑛

}
. (4.10)

For all 𝑛 ∈ ℕ, we write

𝑞𝑛 ∶= min
{
𝑛,max{𝑘 ∈ ℕ ∣ 𝜀𝑘 > 𝑟𝑀𝑛

}
}
.

Then

lim
𝑛→∞

𝑞𝑛 = ∞ and 𝑟𝑘 < 𝜀𝑞𝑛 for all 𝑘 ∈ {𝑀𝑛,… ,𝑁𝑛}. (4.11)

Our goal is to construct, for almost every 𝜔 ∈ Ω, a measure supported on 𝐸𝑟(𝜔) having finite
𝑡-energy. To this end, for each 𝜔 ∈ Ω and 𝑘 ∈ ℕ, write 𝐵𝜔

𝑘
∶= 𝐵(𝜔𝑘, 𝑟𝑘) and let 𝑈𝜔𝑘 ⊂ 𝐵

𝜔
𝑘
be the

smallest closed ball centred at 𝜔𝑘 such that 𝜇(𝐺 ∩ 𝑈𝜔𝑘 ) ⩾
𝜇(𝐺∩𝐵𝜔

𝑘
)

2
. Since 𝐵𝜔

𝑘
is open, dist(𝑈𝜔

𝑘
, ℝ𝑑 ⧵

𝐵𝜔
𝑘
) > 0. Let 𝑟(𝜔𝑘) be the radius of 𝑈𝜔𝑘 . Note that lim𝛿→0 𝜇(𝐺 ∩ 𝐵(𝑦, 𝜌 − 𝛿)) = 𝜇(𝐺 ∩ 𝐵(𝑦, 𝜌)) for

all 𝑦 ∈ ℝ𝑑 and 𝜌 > 0. Fix 𝑦 ∈ ℝ𝑑, 𝜀 > 0 and 𝑘 ∈ ℕ. Let lim𝑖→∞ 𝑦𝑖 = 𝑦 and denote by 𝐵(𝑧, 𝜌) the
closed ball centred at 𝑧 with radius 𝜌. There exists 𝛿 > 0 such that, for all large 𝑖 ∈ ℕ, we have by
the definition of 𝑟(𝑦) that

𝜇(𝐺 ∩ 𝐵(𝑦𝑖, 𝑟(𝑦) − 2𝜀)) ⩽ 𝜇(𝐺 ∩ 𝐵(𝑦, 𝑟(𝑦) − 𝜀)) <
𝜇(𝐺 ∩ 𝐵(𝑦, 𝑟𝑘 − 𝛿))

2

⩽
𝜇(𝐺 ∩ 𝐵(𝑦𝑖, 𝑟𝑘))

2
.

Thus, 𝑟(𝑦𝑖) ⩾ 𝑟(𝑦) − 2𝜀 for all large 𝑖 ∈ ℕ, which implies that 𝑟 is lower semicontinuous. There-
fore, (𝜔, 𝑥) ↦ 𝜒𝐵𝜔

𝑘
(𝑥) and (𝜔, 𝑥) ↦ 𝜒𝑈𝜔

𝑘
(𝑥) = 𝜒𝐵(𝜔𝑘,𝑟(𝜔𝑘))

(𝑥) are Borel maps and we may choose a
continuous function 𝜓̃𝜔

𝑘
such that

𝜒𝑈𝜔
𝑘
⩽ 𝜓̃𝜔

𝑘
⩽ 𝜒𝐵𝜔

𝑘
(4.12)
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THE EKSTRÖM–PERSSON CONJECTURE 14 of 27

and (𝜔, 𝑥) ↦ 𝜓̃𝜔
𝑘
(𝑥) is a Borel map. For example, we may interpolate linearly between the

boundaries of 𝑈𝜔
𝑘
and 𝐵𝜔

𝑘
. Finally, for all 𝑘 ∈ ℕ and 𝜔 ∈ Ω such that 𝜇(𝐺 ∩ 𝐵𝜔

𝑘
) > 0, let

𝜓𝜔
𝑘
∶= 𝑐𝜔

𝑘

𝜓̃𝜔
𝑘

𝜇(𝐺 ∩ 𝐵𝜔
𝑘
)
, (4.13)

where 𝑐𝜔
𝑘
⩽ 2 is such that 𝜓𝜔

𝑘
𝑑𝜇|𝐺 is a Borel probability measure. Note that 𝜔 ↦ 𝑐𝜔

𝑘
is a

Borel function.
We will now consider the Borel measures 𝜑𝜔𝑛 𝑑𝜇|𝐺 , where

𝜑𝜔𝑛 ∶= 𝜇(𝐹𝑛)
−1

∑
𝐢∈Σ′𝑛

𝜇(𝐴𝑛,𝐢)𝑎𝑛,𝐢

𝑁𝑛∑
𝑘=𝑀𝑛

𝑏𝑘 𝜒𝐴𝑘∩𝐴𝑛,𝐢∩𝐻𝑞𝑛
(𝜔𝑘)𝜓

𝜔
𝑘
. (4.14)

We require the following lemma. □

Sublemma 4.2. Let

𝜇𝜔𝑛 ∶= 𝜇(𝐹𝑛)
−1

∑
𝐢∈Σ′𝑛

𝜇(𝐴𝑛,𝐢)𝑎𝑛,𝐢

𝑁𝑛∑
𝑘=𝑀𝑛

𝑏𝑘 𝜒𝐴𝑘∩𝐴𝑛,𝐢∩𝐻𝑞𝑛
(𝜔𝑘)𝛿𝜔𝑘 ,

where 𝛿𝜔𝑘 is the Dirac measure at 𝜔𝑘 . Then, 𝜇
𝜔
𝑛

𝑤-∗
XXXXX→
𝑛→∞

𝜇|𝐺 almost surely.
Proof. Let ℎ ∈ 𝐶(ℝ𝑑)with compact support. Since lim𝑛→∞ 𝜇(𝐹𝑛) = 1 by Equation (4.1) and𝐻𝑞𝑛 ∩
𝐹𝑛 ⊂ 𝐺 by Equation(4.10), we have that lim𝑛→∞ 𝜇(𝐻𝑞𝑛 ∩ 𝐹𝑛) = 𝜇(𝐺) by Equations (4.9) and (4.11).
Recalling that 𝜇𝑛 = 𝜇𝐹𝑛 (see Equation (4.6)) andwriting 𝜈(ℎ) ∶= ∫ ℎ 𝑑𝜈 for a Borel measure 𝜈, we
obtain

𝔼(𝜇𝜔𝑛 (ℎ)) = 𝜇(𝐹𝑛)
−1

∑
𝐢∈Σ′𝑛

𝜇(𝐴𝑛,𝐢)𝑎𝑛,𝐢

𝑁𝑛∑
𝑘=𝑀𝑛

𝑏𝑘 ∫𝐴𝑘∩𝐴𝑛,𝐢∩𝐻𝑞𝑛
ℎ(𝜔𝑘) 𝑑𝜇(𝜔𝑘)

= ∫𝐻𝑞𝑛
𝑑𝜇𝑛 = 𝜇(𝐹𝑛)

−1 ∫𝐻𝑞𝑛
ℎ 𝑑𝜇|𝐹𝑛 = 𝜇(𝐹𝑛)−1 ∫ ℎ 𝑑𝜇|𝐻𝑞𝑛 ∩𝐹𝑛

XXXXX→
𝑛→∞

𝜇|𝐺 (ℎ).
Set 𝑏 ∶= sup𝑘∈ℕ 𝑏𝑘. Recalling Equation (4.2), disjointedness of the sets 𝐴𝑛,𝐢, Equation (4.5), the
definition of Σ′𝑛, Equations (4.3) and (4.6), we estimate the variance

Var(𝜇𝜔𝑛 (ℎ))

= Var
⎛⎜⎜⎝𝜇(𝐹𝑛)−1

𝑁𝑛∑
𝑘=𝑀𝑛

𝑏𝑘
∑
𝐢∈Σ′𝑛

𝜇(𝐴𝑛,𝐢)𝑎𝑛,𝐢𝜒𝐴𝑘∩𝐴𝑛,𝐢∩𝐻𝑞𝑛
(𝜔𝑘)ℎ(𝜔𝑘)

⎞⎟⎟⎠
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15 of 27 JÄRVENPÄÄ et al.

= 𝜇(𝐹𝑛)
−2

𝑁𝑛∑
𝑘=𝑀𝑛

𝑏2
𝑘
Var

⎛⎜⎜⎝
∑
𝐢∈Σ′𝑛

𝜇(𝐴𝑛,𝐢)𝑎𝑛,𝐢𝜒𝐴𝑘∩𝐴𝑛,𝐢∩𝐻𝑞𝑛
(𝜔𝑘)ℎ(𝜔𝑘)

⎞⎟⎟⎠
⩽ ‖ℎ‖2∞𝜇(𝐹𝑛)−2 𝑁𝑛∑

𝑘=𝑀𝑛

𝑏2
𝑘
𝔼

⎛⎜⎜⎜⎝
⎛⎜⎜⎝
∑
𝐢∈Σ′𝑛

𝜇(𝐴𝑛,𝐢)𝑎𝑛,𝐢𝜒𝐴𝑘∩𝐴𝑛,𝐢 (𝜔𝑘)
⎞⎟⎟⎠
2⎞⎟⎟⎟⎠

= ‖ℎ‖2∞𝜇(𝐹𝑛)−2 𝑁𝑛∑
𝑘=𝑀𝑛

𝑏2
𝑘

∑
𝐣∈Σ′𝑛

∫𝐴𝑛,𝐣
⎛⎜⎜⎝
∑
𝐢∈Σ′𝑛

𝜇(𝐴𝑛,𝐢)𝑎𝑛,𝐢𝜒𝐴𝑘∩𝐴𝑛,𝐢 (𝜔𝑘)
⎞⎟⎟⎠
2

𝑑𝜇(𝜔𝑘)

= ‖ℎ‖2∞𝜇(𝐹𝑛)−2 𝑁𝑛∑
𝑘=𝑀𝑛

𝑏2
𝑘

∑
𝐣∈Σ′𝑛

∫𝐴𝑛,𝐣 𝜇(𝐴𝑛,𝐣)
2𝑎2
𝑛,𝐣
𝜒𝐴𝑘∩𝐴𝑛,𝐣 (𝜔𝑘) 𝑑𝜇(𝜔𝑘)

= ‖ℎ‖2∞𝜇(𝐹𝑛)−2 ∑
𝐣∈Σ′𝑛

𝜇(𝐴𝑛,𝐣)
2𝑎2
𝑛,𝐣

𝑁𝑛∑
𝑘=𝑀𝑛

𝑏2
𝑘
𝜇(𝐴𝑘 ∩ 𝐴𝑛,𝐣)

= ‖ℎ‖2∞𝜇(𝐹𝑛)−2 ∑
𝐣∈Σ′𝑛

𝜇(𝐴𝑛,𝐣)𝑐
−1
𝑛,𝐣
𝑎𝑛,𝐣

𝑁𝑛∑
𝑘=𝑀𝑛

𝑏2
𝑘
𝜇(𝐴𝑘 ∩ 𝐴𝑛,𝐣)

⩽ ‖ℎ‖2∞𝑏2−𝑛𝜇(𝐹𝑛)−2 ∑
𝐣∈Σ′𝑛

𝜇(𝐴𝑛,𝐣)𝑎𝑛,𝐣

𝑁𝑛∑
𝑘=𝑀𝑛

𝑏𝑘 𝜇(𝐴𝑘 ∩ 𝐴𝑛,𝐣)

= ‖ℎ‖2∞𝑏2−𝑛𝜇(𝐹𝑛)−1.
Thus,

∞∑
𝑛=1

Var(𝜇𝜔𝑛 (ℎ)) < ∞.

Given 𝛿 > 0, we have by Chebyshev’s inequality that

∞∑
𝑛=1

ℙ
{|𝜇𝜔𝑛 (ℎ) − 𝜇|𝐺 (ℎ)| ⩾ 𝛿} ⩽

∞∑
𝑛=1

𝛿−2Var(𝜇𝜔𝑛 (ℎ)) < ∞.

Hence, by Borel–Cantelli lemma,

lim sup
𝑛→∞

|𝜇𝜔𝑛 (ℎ) − 𝜇|𝐺 (ℎ)| ⩽ 𝛿
almost surely and, thus, lim𝑛→∞ 𝜇

𝜔
𝑛 (ℎ) = 𝜇|𝐺 (ℎ) almost surely. Since 𝐶0(ℝ𝑑) is separable,

𝜇𝜔𝑛
𝑤-∗
XXXXX→
𝑛→∞

𝜇|𝐺 almost surely. This completes the proof of Lemma 4.2. □

Proof of Theorem 2.8 continued. Since 𝜇𝜔𝑛
𝑤-∗
XXXXX→
𝑛→∞

𝜇|𝐺 almost surely, lim𝑘→∞ 𝑟𝑘 = 0 and 𝜓𝜔𝑘 𝑑𝜇|𝐺
is a probability measure for 𝜔𝑘 ∈ 𝐻𝑞𝑛 (see Equation (4.13)), we have that 𝜑𝜔𝑛 𝑑𝜇|𝐺 𝑤-∗

XXXXX→
𝑛→∞

𝜇|𝐺
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THE EKSTRÖM–PERSSON CONJECTURE 16 of 27

almost surely. Let 𝜌 ∈ 𝐶0(ℝ𝑑) be nonnegative. In order to apply Lemma 4.1, we will estimate the
𝑡-energies of the random measures 𝜑𝜔𝑛𝜌 𝑑𝜇|𝐺 .
Observe first that

𝔼
(
𝐼𝑡

(
𝜑𝜔𝑛𝜌 𝑑𝜇|𝐺

))
= 𝑆1 + 𝑆2, (4.15)

where

𝑆1 ∶= 𝜇(𝐹𝑛)
−2

𝑁𝑛∑
𝑘=𝑀𝑛

𝑏2
𝑘

∑
𝐢,𝐣∈Σ′𝑛

𝜇(𝐴𝑛,𝐢)𝜇(𝐴𝑛,𝐣)𝑎𝑛,𝐢𝑎𝑛,𝐣

× 𝔼
(
𝜒𝐴𝑘∩𝐴𝑛,𝐢∩𝐻𝑞𝑛

(𝜔𝑘)𝜒𝐴𝑘∩𝐴𝑛,𝐣∩𝐻𝑞𝑛
(𝜔𝑘)𝐼𝑡

(
𝜓𝜔
𝑘
𝜌 𝑑𝜇|𝐺

))
and

𝑆2 ∶= 𝜇(𝐹𝑛)
−2

𝑁𝑛∑
𝑙,𝑚=𝑀𝑛
𝑙≠𝑚

𝑏𝑙 𝑏𝑚
∑
𝐢,𝐣∈Σ′𝑛

𝜇(𝐴𝑛,𝐢)𝜇(𝐴𝑛,𝐣)𝑎𝑛,𝐢𝑎𝑛,𝐣

× 𝔼
(
𝜒𝐴𝑙∩𝐴𝑛,𝐢∩𝐻𝑞𝑛

(𝜔𝑙)𝜒𝐴𝑚∩𝐴𝑛,𝐣∩𝐻𝑞𝑛
(𝜔𝑚)𝐽𝑡

(
𝜓𝜔
𝑙
𝜌 𝑑𝜇|𝐺 , 𝜓𝜔𝑚𝜌 𝑑𝜇|𝐺

))
.

We first estimate 𝑆1. By Equation (4.13), we have for 𝜔𝑘 ∈ 𝐴𝑘 ∩ 𝐻𝑞𝑛 that

𝐼𝑡

(
𝜓𝜔
𝑘
𝜌 𝑑𝜇|𝐺

)
⩽ 4‖𝜌‖2∞𝐼𝑡

⎛⎜⎜⎜⎝
𝜒𝐵𝜔

𝑘

𝜇
(
𝐺 ∩ 𝐵𝜔

𝑘

) 𝑑𝜇|𝐺
⎞⎟⎟⎟⎠ ⩽ 4‖𝜌‖

2
∞

(
1 −

1

𝑞𝑛

)−2
𝑏−1
𝑘
.

Thus, using the fact that the sets 𝐴𝑛,𝐢 are disjoint, Equations (4.5), (4.4), and (4.2), we obtain

𝑆1 ⩽ 4‖𝜌‖2∞(
1 −

1

𝑞𝑛

)−2
𝜇(𝐹𝑛)

−2
𝑁𝑛∑

𝑘=𝑀𝑛

𝑏2
𝑘

∑
𝐢,𝐣∈Σ′𝑛

𝜇(𝐴𝑛,𝐢)𝜇(𝐴𝑛,𝐣)𝑎𝑛,𝐢𝑎𝑛,𝐣

× 𝔼
(
𝜒𝐴𝑘∩𝐴𝑛,𝐢 (𝜔𝑘)𝜒𝐴𝑘∩𝐴𝑛,𝐣 (𝜔𝑘)𝑏

−1
𝑘

)
= 4‖𝜌‖2∞(

1 −
1

𝑞𝑛

)−2
𝜇(𝐹𝑛)

−2
𝑁𝑛∑

𝑘=𝑀𝑛

𝑏𝑘
∑
𝐢∈Σ′𝑛

𝜇(𝐴𝑛,𝐢)
2𝑎2
𝑛,𝐢
𝜇
(
𝐴𝑘 ∩ 𝐴𝑛,𝐢

)

= 4‖𝜌‖2∞(
1 −

1

𝑞𝑛

)−2
𝜇(𝐹𝑛)

−2
∑
𝐢∈Σ′𝑛

𝜇(𝐴𝑛,𝐢)𝑐
−1
𝑛,𝐢
𝑎𝑛,𝐢

𝑁𝑛∑
𝑘=𝑀𝑛

𝑏𝑘 𝜇
(
𝐴𝑘 ∩ 𝐴𝑛,𝐢

)
⩽ 4‖𝜌‖2∞(

1 −
1

𝑞𝑛

)−2
𝜇(𝐹𝑛)

−12−𝑛 XXXXX→
𝑛→∞

0.

To estimate 𝑆2, let 𝛿 > 0 and let 𝑛 ∈ ℕ be large enough so that

𝜌(𝑥)𝜌(𝑦) ⩽ 𝜌(𝑢)𝜌(𝑣) + 𝛿 (4.16)
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17 of 27 JÄRVENPÄÄ et al.

whenever 𝑥, 𝑦, 𝑢, 𝑣 ∈ 𝑋 are such thatmax{|𝑥 − 𝑢|, |𝑦 − 𝑣|} ⩽ 𝑟𝑀𝑛
. Let 𝛽 ∶= 2−𝑛 so that 𝑟𝑀𝑛

<
𝛽2

2
(recall Equation (4.1)). We now write

𝔼
(
𝜒𝐴𝑙∩𝐴𝑛,𝐢∩𝐻𝑞𝑛

(𝜔𝑙)𝜒𝐴𝑚∩𝐴𝑛,𝐣∩𝐻𝑞𝑛
(𝜔𝑚)𝐽𝑡

(
𝜓𝜔
𝑙
𝜌 𝑑𝜇|𝐺 , 𝜓𝜔𝑚𝜌 𝑑𝜇|𝐺

))
= 𝐸1(𝑙,𝑚, 𝐢, 𝐣) + 𝐸2(𝑙,𝑚, 𝐢, 𝐣),

where

𝐸1(𝑙,𝑚, 𝐢, 𝐣) ∶= ∫ ∫|𝜔𝑙−𝜔𝑚|⩾𝛽 𝜒𝐴𝑙∩𝐴𝑛,𝐢∩𝐻𝑞𝑛 (𝜔𝑙)𝜒𝐴𝑚∩𝐴𝑛,𝐣∩𝐻𝑞𝑛 (𝜔𝑚) (4.17)

× 𝐽𝑡(𝜓
𝜔
𝑙
𝜌 𝑑𝜇|𝐺 , 𝜓𝜔𝑚𝜌 𝑑𝜇|𝐺 ) 𝑑𝜇(𝜔𝑙) 𝑑𝜇(𝜔𝑚) and

𝐸2(𝑙,𝑚, 𝐢, 𝐣) ∶= ∫ ∫|𝜔𝑙−𝜔𝑚|<𝛽 𝜒𝐴𝑙∩𝐴𝑛,𝐢∩𝐻𝑞𝑛 (𝜔𝑙)𝜒𝐴𝑚∩𝐴𝑛,𝐣∩𝐻𝑞𝑛 (𝜔𝑚) (4.18)

× 𝐽𝑡(𝜓
𝜔
𝑙
𝜌 𝑑𝜇|𝐺 , 𝜓𝜔𝑚𝜌 𝑑𝜇|𝐺 ) 𝑑𝜇(𝜔𝑙) 𝑑𝜇(𝜔𝑚).

We begin by estimating 𝐸1(𝑙,𝑚, 𝐢, 𝐣) for 𝑙 ≠ 𝑚 (or more precisely, the contribution of the 𝐸1-
terms to 𝑆2). Observe that if |𝜔𝑙 − 𝜔𝑚| ⩾ 𝛽, then

|𝑥 − 𝑦| ⩾ (1 − 𝛽)|𝜔𝑙 − 𝜔𝑚|
for 𝑥 ∈ 𝐵𝜔

𝑙
and 𝑦 ∈ 𝐵𝜔𝑚. Thus, recalling Equations (4.13), (4.16), the facts that𝐻𝑞𝑛 ⊂ 𝐺 and𝜓

𝜔
𝑘
𝑑𝜇|𝐺

is a probability measure and Equation (4.6), we obtain

𝜇(𝐹𝑛)
−2

𝑁𝑛∑
𝑙,𝑚=𝑀𝑛
𝑙≠𝑚

𝑏𝑙 𝑏𝑚
∑
𝐢,𝐣∈Σ′𝑛

𝜇(𝐴𝑛,𝐢)𝜇(𝐴𝑛,𝐣)𝑎𝑛,𝐢𝑎𝑛,𝐣𝐸1(𝑙,𝑚, 𝐢, 𝐣)

⩽ (1 − 𝛽)−𝑡𝜇(𝐹𝑛)
−2

𝑁𝑛∑
𝑙,𝑚=𝑀𝑛
𝑙≠𝑚

𝑏𝑙 𝑏𝑚
∑
𝐢,𝐣∈Σ′𝑛

𝜇(𝐴𝑛,𝐢)𝜇(𝐴𝑛,𝐣)𝑎𝑛,𝐢𝑎𝑛,𝐣

× ∫ ∫|𝜔𝑙−𝜔𝑚|⩾𝛽 𝜒𝐴𝑙∩𝐴𝑛,𝐢∩𝐻𝑞𝑛 (𝜔𝑙)𝜒𝐴𝑚∩𝐴𝑛,𝐣∩𝐻𝑞𝑛 (𝜔𝑚)|𝜔𝑙 − 𝜔𝑚|−𝑡
× (𝜌(𝜔𝑙)𝜌(𝜔𝑚) + 𝛿)∫ ∫ 𝜓𝜔

𝑙
(𝑥)𝜓𝜔𝑚(𝑦) 𝑑𝜇|𝐺 (𝑥) 𝑑𝜇|𝐺 (𝑦) 𝑑𝜇(𝜔𝑙) 𝑑𝜇(𝜔𝑚)

⩽ (1 − 𝛽)−𝑡𝜇(𝐹𝑛)
−2

𝑁𝑛∑
𝑙,𝑚=𝑀𝑛

𝑏𝑙 𝑏𝑚
∑
𝐢,𝐣∈Σ′𝑛

𝜇(𝐴𝑛,𝐢)𝜇(𝐴𝑛,𝐣)𝑎𝑛,𝐢𝑎𝑛,𝐣

× ∫𝐺 ∫𝐺 𝜒𝐴𝑙∩𝐴𝑛,𝐢 (𝜔𝑙)𝜒𝐴𝑚∩𝐴𝑛,𝐣 (𝜔𝑚)|𝜔𝑙 − 𝜔𝑚|−𝑡(𝜌(𝜔𝑙)𝜌(𝜔𝑚) + 𝛿) 𝑑𝜇(𝜔𝑙) 𝑑𝜇(𝜔𝑚)
= (1 − 𝛽)−𝑡𝜇(𝐹𝑛)

−2 ∫𝐺 ∫𝐺 |𝑧 − 𝑣|−𝑡(𝜌(𝑧)𝜌(𝑣) + 𝛿) 𝑑𝜇|𝐹𝑛 (𝑧) 𝑑𝜇|𝐹𝑛 (𝑣)
⩽ (1 − 𝛽)−𝑡𝜇(𝐹𝑛)

−2(𝐼𝑡(𝜌 𝑑 𝜇|𝐺 ) + 𝛿𝐼𝑡(𝜇|𝐺 )). (4.19)
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THE EKSTRÖM–PERSSON CONJECTURE 18 of 27

Next, we estimate the 𝐸2-terms. To this end, for 𝑥 ∈ 𝐺, let

𝐸𝑛(𝑥) ∶= 𝜇(𝐹𝑛)
−1

𝑁𝑛∑
𝑙=𝑀𝑛

𝑏𝑙
∑
𝐢∈Σ′𝑛

𝜇(𝐴𝑛,𝐢)𝑎𝑛,𝐢 ∫𝐴𝑙∩𝐴𝑛,𝐢∩𝐻𝑞𝑛
𝜓𝜔
𝑙
(𝑥) 𝑑𝜇(𝜔𝑙).

Note that 𝐸𝑛(𝑥) is a Borel function. Recalling Equations (4.13), (4.10), (4.7), and (4.8) and the fact
𝜒𝐵(𝜔𝑙,𝑟𝑙)(𝑥) = 𝜒𝐵(𝑥,𝑟𝑙)(𝜔𝑙), we estimate, for 𝑥 ∈ 𝐺 and 𝑛 ⩾ 𝑁,

𝐸𝑛(𝑥) ⩽ 2

(
1 −

1

𝑞𝑛

)−1
𝜇(𝐹𝑛)

−1
𝑁𝑛∑
𝑙=𝑀𝑛

𝑏𝑙
∑
𝐢∈Σ′𝑛

𝜇(𝐴𝑛,𝐢)𝑎𝑛,𝐢 ∫𝐴𝑙∩𝐴𝑛,𝐢∩𝐻𝑞𝑛
𝜒𝐵𝜔

𝑙
(𝑥)

𝜇(𝐵𝜔
𝑙
)
𝑑𝜇(𝜔𝑙)

⩽ 2

(
1 −

1

𝑞𝑛

)−1
𝐸𝑛(𝑥) ⩽ 2

(
1 −

1

𝑞𝑛

)−1
𝑛2. (4.20)

Observe that if |𝜔𝑙 − 𝜔𝑚| < 𝛽, 𝑥 ∈ 𝐵𝜔𝑙 and 𝑦 ∈ 𝐵𝜔𝑚, then |𝑥 − 𝑦| < 2𝛽, since 𝑟𝑀𝑛
< 𝛽2∕2 and the

sequence (𝑟𝑘)∞𝑘=1 is decreasing. Thus, by Equation (4.20) and Lemma 3.2,

𝜇(𝐹𝑛)
−2

𝑁𝑛∑
𝑙,𝑚=𝑀𝑛
𝑙≠𝑚

𝑏𝑙 𝑏𝑚
∑
𝐢,𝐣∈Σ′𝑛

𝜇(𝐴𝑛,𝐢)𝜇(𝐴𝑛,𝐣)𝑎𝑛,𝐢𝑎𝑛,𝐣𝐸2(𝑙,𝑚, 𝐢, 𝐣)

⩽ ‖𝜌‖2∞𝜇(𝐹𝑛)−2 𝑁𝑛∑
𝑙,𝑚=𝑀𝑛
𝑙≠𝑚

𝑏𝑙 𝑏𝑚
∑
𝐢,𝐣∈Σ′𝑛

𝜇(𝐴𝑛,𝐢)𝜇(𝐴𝑛,𝐣)𝑎𝑛,𝐢𝑎𝑛,𝐣

× ∫ ∫|𝜔𝑙−𝜔𝑚|<𝛽 𝜒𝐴𝑙∩𝐴𝑛,𝐢∩𝐻𝑞𝑛 (𝜔𝑙)𝜒𝐴𝑚∩𝐴𝑛,𝐣∩𝐻𝑞𝑛 (𝜔𝑚)
× ∫ ∫|𝑥−𝑦|<2𝛽 |𝑥 − 𝑦|−𝑡𝜓𝜔𝑙 (𝑥)𝜓𝜔𝑚(𝑦) 𝑑𝜇|𝐺 (𝑥) 𝑑𝜇|𝐺 (𝑦) 𝑑𝜇(𝜔𝑙) 𝑑𝜇(𝜔𝑚)

⩽ ‖𝜌‖2∞ ∫ ∫|𝑥−𝑦|<2𝛽 |𝑥 − 𝑦|−𝑡𝐸𝑛(𝑥)𝐸𝑛(𝑦) 𝑑𝜇|𝐺 (𝑥) 𝑑𝜇|𝐺 (𝑦)
⩽ 4‖𝜌‖2∞(

1 −
1

𝑞𝑛

)−2
𝑛4 ∫ ∫|𝑥−𝑦|<2𝛽 |𝑥 − 𝑦|−𝑡 𝑑𝜇(𝑥) 𝑑𝜇(𝑦)

⩽ 𝐶𝑠,𝑡‖𝜌‖2∞𝑛4𝛽𝑠−𝑡. (4.21)

Recalling that 𝛽 = 2−𝑛, we obtain by combining the estimates from Equations (4.19), (4.21), and
(4.1) that

𝑆2 ⩽ (1 − 2
−𝑛)−𝑡𝜇(𝐹𝑛)

−2(𝐼𝑡(𝜌 𝑑 𝜇|𝐺 ) + 𝛿𝐼𝑡(𝜇|𝐺 )) + 𝐶𝑠,𝑡‖𝜌‖2∞𝑛4 2−𝑛(𝑠−𝑡).
Letting 𝛿 → 0 (and thus also 𝑛 → ∞) yields

lim sup
𝑛→∞

𝔼
(
𝐼𝑡

(
𝜑𝜔𝑛𝜌 𝑑𝜇|𝐺

))
⩽ 𝐼𝑡(𝜌 𝑑𝜇|𝐺 ). (4.22)
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19 of 27 JÄRVENPÄÄ et al.

Thus, by Lemma 3.3,

lim inf
𝑛→∞

𝐼𝑡

(
𝜑𝜔𝑛𝜌 𝑑𝜇|𝐺

)
⩽ 𝐼𝑡(𝜌 𝑑𝜇|𝐺 )

almost surely. Since 𝜌 ∈ 𝐶0(ℝ𝑑) was arbitrary, we obtain that

ℙ(Ω0) ∶= ℙ
({
lim inf
𝑛→∞

𝐼𝑡

(
𝜑𝜔𝑛𝜌𝑖 𝑑𝜇|𝐺

)
⩽ 𝐼𝑡(𝜌𝑖 𝑑𝜇|𝐺 ) for all 𝑖 ∈ ℕ

})
= 1,

where {𝜌𝑖}𝑖∈ℕ is a dense subset of the separable space 𝐶0(ℝ𝑑) with the property that 𝜌𝑗 + 𝑞 ∈
{𝜌𝑖}𝑖∈ℕ for every 𝑗 ∈ ℕ and for every nonnegative 𝑞 ∈ ℚ. Let 𝜔 ∈ Ω0, 𝜀0 > 0 and let 𝜌 be any finite
product of the functions {𝜑𝜔𝑛 }𝑛∈ℕ. Then, there is 𝑖 ∈ ℕ such that 𝜌𝑖 ⩾ 𝜌 and ‖𝜌 − 𝜌𝑖‖∞ < 𝜀0. Thus,

lim inf
𝑛→∞

𝐼𝑡

(
𝜑𝜔𝑛𝜌 𝑑𝜇|𝐺

)
⩽ lim inf

𝑛→∞
𝐼𝑡

(
𝜑𝜔𝑛𝜌𝑖 𝑑𝜇|𝐺

)
⩽ 𝐼𝑡(𝜌𝑖 𝑑𝜇|𝐺 )

⩽ 𝐼𝑡(𝜌 𝑑𝜇|𝐺 ) + (
2𝜀0‖𝜌‖∞ + 𝜀20)𝐼𝑡(𝜇|𝐺 ).

Since 𝜀0 > 0 was arbitrary and 𝐼𝑡(𝜇|𝐺 ) < ∞, we obtain that

lim inf
𝑛→∞

𝐼𝑡

(
𝜑𝜔𝑛𝜌 𝑑𝜇|𝐺

)
⩽ 𝐼𝑡(𝜌 𝑑𝜇|𝐺 ).

Since 𝜔 ∈ Ω0 was arbitrary, we have that the assumptions of Lemma 4.1 are satisfied almost
surely. By Equations (4.14) and (4.13), we have that spt𝜑𝜔𝑛 ⊂

⋃𝑁𝑛
𝑘=𝑀𝑛

𝐵(𝜔𝑘, 𝑟𝑘), implying that
𝐸𝑟(𝜔) ⊃ lim sup𝑛→∞(spt𝜑

𝜔
𝑛 ). Hence, by Lemma 4.1,

Cap𝑡

(
𝐸𝑟(𝜔)

)
⩾
𝜇(𝐺)2

𝐼𝑡(𝜇|𝐺 ) > 0
almost surely, which implies that dimH

(
𝐸𝑟(𝜔)

)
⩾ 𝑡 almost surely. □

The following corollary of Theorem 2.8 will be convenient for us in the proofs of Theorems 2.3
and 2.5.

Corollary 4.3. Let 𝜇 ∈ (ℝ𝑑) be 𝑠-Frostman. Let (𝑟𝑘)∞𝑘=1 be a decreasing sequence of positive
numbers tending to zero. For 𝑢 > 0, let

𝐴𝑢
𝑘
∶=

{
𝑥 ∈ spt𝜇 ∣ 𝜇(𝐵(𝑥, 𝑟𝑘)) ⩾ 𝑟

𝑢
𝑘

}
. (4.23)

If for some 𝑢 > 0 and 0 < 𝑡 < 𝑠 it is true that

𝜇

({
𝑥 ∈ spt𝜇 ∣

∞∑
𝑘=1

𝜒𝐴𝑢
𝑘
(𝑥)𝑟

𝑡𝑢
𝑠

𝑘
= ∞

})
= 1, (4.24)

then 𝑓𝜇(𝑟) ⩾ 𝑡.

Proof. Suppose that 𝜇 is (𝐶, 𝑠)-Frostman. For 𝑥 ∈ 𝐴𝑢
𝑘
, Lemma 3.2 yields

𝐼𝑡(𝜇𝐵(𝑥,𝑟𝑘)) ⩽
𝐶
𝑡
𝑠 𝑠

𝑠 − 𝑡
𝜇(𝐵(𝑥, 𝑟𝑘))

− 𝑡
𝑠 ⩽

𝐶
𝑡
𝑠 𝑠

𝑠 − 𝑡
𝑟
− 𝑡𝑢
𝑠

𝑘
,
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THE EKSTRÖM–PERSSON CONJECTURE 20 of 27

hence the assumptions of Theorem 2.8 are satisfied with

𝑏𝑘 =

(
𝐶
𝑡
𝑠 𝑠

𝑠 − 𝑡

)−1

𝑟
𝑡𝑢
𝑠

𝑘
.

Thus, 𝑓𝜇(𝑟) ⩾ 𝑡. □

5 PROOF OF THEOREM 2.3

To prove Theorem 2.3, we need the following lemma.

Lemma 5.1. Let 𝜇 ∈ (ℝ𝑑), 𝛼 > 0 and let 𝑠 ⩾ dimH 𝜇. Write 𝑟𝑘 ∶= 𝑘−𝛼 for all 𝑘 ∈ ℕ. Then for
every 𝜀 > 0 and 𝑡 < 1

𝛼
, we have that

𝜇

({
𝑥 ∈ spt𝜇 ∣

∞∑
𝑘=1

𝑟𝑡
𝑘
𝜒𝐴𝑠+𝜀

𝑘
(𝑥) = ∞

})
= 1.

Proof. Since 𝑠 ⩾ dimH 𝜇, we have that dimloc
𝜇(𝑥) ⩽ 𝑠 for 𝜇-almost every 𝑥 ∈ 𝑋. Fix such a point

𝑥. For every 𝜀 > 0, define the set

𝐴𝑠+𝜀(𝑥) ∶= {𝑘 ∈ ℕ ∣ 𝜇(𝐵(𝑥, 𝑟𝑘)) ⩾ 𝑟
𝑠+𝜀
𝑘
}.

Since 𝑟𝑘 = 𝑘−𝛼, it is true that

dim
loc
𝜇(𝑥) = lim inf

𝑘→∞

log 𝜇(𝐵(𝑥, 𝑟𝑘))

log 𝑟𝑘
.

Thus, the number of elements in 𝐴𝑠+𝜀(𝑥) is infinite for every 𝜀 > 0. Observe now that if 𝑘 ∈
𝐴𝑠+𝜀(𝑥) and 𝑙 < 𝑘 is such that 𝑙 ∉ 𝐴𝑠+2𝜀(𝑥), then

𝑘−𝛼(𝑠+𝜀) = 𝑟𝑠+𝜀
𝑘

⩽ 𝜇(𝐵(𝑥, 𝑟𝑘)) ⩽ 𝜇(𝐵(𝑥, 𝑟𝑙)) < 𝑟
𝑠+2𝜀
𝑙

= 𝑙−𝛼(𝑠+2𝜀).

Therefore, 𝑘 > 𝑙𝛾 where 𝛾 ∶= 1 + 𝜀

𝑠+𝜀
> 1. Hence,we find arbitrarily large natural numbers 𝑘 such

that {⌈𝑘1∕𝛾⌉, ⌈𝑘1∕𝛾⌉ + 1,… , 𝑘} ⊂ 𝐴𝑠+2𝜀(𝑥). Thus, for any 𝑡 < 1

𝛼
,

∞∑
𝑘=1

𝜒𝐴𝑠+2𝜀
𝑘
(𝑥)𝑟𝑡

𝑘
=

∑
𝑘∈𝐴𝑠+2𝜀(𝑥)

𝑟𝑡
𝑘
⩾ lim inf

𝑘→∞

𝑘∑
𝑗=⌈𝑘1∕𝛾⌉ 𝑟

𝑡
𝑗
⩾ lim inf

𝑘→∞

𝑘∑
𝑗= 𝑘

2

𝑟𝑡
𝑗

⩾ lim inf
𝑘→∞

𝑘

2
𝑘−𝛼𝑡 = ∞,

since 1 − 𝛼𝑡 > 0. Since 𝜀 > 0 was arbitrary, the claim follows. □
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21 of 27 JÄRVENPÄÄ et al.

Proof of Theorem 2.3. Assume first that 1

𝛼
< dimH 𝜇. Fix 0 < 𝑡 <

1

𝛼
. Our aim is to show that

𝑓𝜇(𝛼) ⩾ 𝑡. Write 𝑠 ∶= dimH 𝜇 and choose 𝜀 > 0 small enough so that
1

𝛼
< 𝑠 − 𝜀 and

𝑡
𝑠 + 𝜀

𝑠 − 𝜀
<
1

𝛼
. (5.1)

By definition of 𝑠, we can choose 𝐶 > 0 such that 𝜇(𝐷) > 0, where

𝐷 ∶= {𝑥 ∈ spt𝜇 ∣ 𝜇(𝐵(𝑥, 𝑟)) ⩽ 𝐶𝑟𝑠−𝜀 for all 𝑟 > 0}.

Applying Lemma 3.5 with 𝜇 = 𝜇𝐷 and 𝜈 = 𝜇, we conclude that it suffices to show that 𝑓𝜇𝐷 (𝛼) ⩾ 𝑡.
Observe that there exists 𝐶′ > 0 such that

𝜇𝐷(𝐵(𝑥, 𝑟)) ⩽ 𝐶
′𝑟𝑠−𝜀 (5.2)

for every 𝑥 ∈ ℝ𝑑 and every 𝑟 > 0. By Lebesgue’s density theorem, we have that

dim
loc
𝜇𝐷(𝑥) = dimloc

𝜇(𝑥)

for 𝜇𝐷-almost every 𝑥 ∈ ℝ𝑑 and, thus, dimH 𝜇𝐷 ⩽ 𝑠. Using Equation (5.1) and Lemma 5.1 for 𝜇𝐷 ,
we conclude that

∞∑
𝑘=1

𝑟
𝑡 𝑠+𝜀
𝑠−𝜀

𝑘
𝜒𝐴𝑠+𝜀

𝑘
(𝑥) = ∞

for 𝜇𝐷-almost every 𝑥 ∈ ℝ𝑑. Applying Corollary 4.3 for 𝜇𝐷 with 𝑢 = 𝑠 + 𝜀 and 𝑠 replaced by 𝑠 − 𝜀
(see Equation (5.2)) yields

𝑓𝜇𝐷 (𝛼) ⩾ 𝑡.

The claim is true also in the case 1

𝛼
= dimH 𝜇 since 𝐸𝛽(𝜔) ⊂ 𝐸𝛼(𝜔) for

1

𝛽
< 1

𝛼
and 𝑓𝜇(𝛼) ⩽

1

𝛼
. □

6 PROOF OF THEOREM 2.5

Proof of Theorem 2.5. Let 0 < 𝜀 < 𝛿. By the definition of 𝛿, there exists a Borel set𝐻0 ⊂ spt𝜇 such
that 𝜇(𝐻0) > 0 and, for every 𝑥 ∈ 𝐻0,

dim
loc
𝜇(𝑥)

dimloc𝜇(𝑥)
> 𝛿 − 𝜀 and dim

loc
𝜇(𝑥) > 𝑠2(𝑟).

For every small enough 𝛾 > 0, there exists a Borel set 𝐻1 ⊆ 𝐻0 with 𝜇(𝐻1) > 0 such that
dim

loc
𝜇(𝑥) > 𝑠2(𝑟) + 𝛾 for every 𝑥 ∈ 𝐻1. Further, for some 𝑠 ⩾ 𝑠2(𝑟), we find a Borel set 𝐻2 ⊆ 𝐻1

with 𝜇(𝐻2) > 0 such that dimloc
𝜇(𝑥) ∈ [𝑠 + 𝛾, 𝑠 + 2𝛾] for all 𝑥 ∈ 𝐻2. Then, for every 𝑥 ∈ 𝐻2, we

have that

𝑠 + 𝛾 ⩽ dim
loc
𝜇(𝑥) ⩽ dimloc𝜇(𝑥) ⩽

dim
loc
𝜇(𝑥)

𝛿 − 𝜀
⩽
𝑠 + 2𝛾

𝛿 − 𝜀
.
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THE EKSTRÖM–PERSSON CONJECTURE 22 of 27

Finally, there exist 𝑟0 > 0 and a Borel set𝐻3 ⊆ 𝐻2 with positive 𝜇-measure such that

𝑟
𝑠+3𝛾

𝛿−𝜀 ⩽ 𝜇(𝐵(𝑥, 𝑟)) ⩽ 𝑟𝑠+
𝛾
2

for every 𝑥 ∈ 𝐻3 and for all 𝑟 ∈ ]0, 𝑟0]. Note that, for any 𝑥 ∈ ℝ𝑑 and 𝑟 > 0, either𝐻3 ∩ 𝐵(𝑥, 𝑟) = ∅
or𝐻3 ∩ 𝐵(𝑥, 𝑟) ⊆ 𝐵(𝑧, 2𝑟) for some 𝑧 ∈ 𝐻3. Since 𝜇 is a probability measure,

𝜇(𝐵(𝑥, 𝑟)) ⩽ 1 = 𝑟−(𝑠+
𝛾
2
)𝑟𝑠+

𝛾
2 ⩽

(𝑟0
2

)−(𝑠+ 𝛾
2
)

𝑟𝑠+
𝛾
2

for all 𝑟 ⩾ 𝑟0
2
. Therefore, there exists a constant 𝐶 = 𝐶(𝑠, 𝛾, 𝑟0, 𝜇(𝐻3)) such that

𝜇𝐻3(𝐵(𝑥, 𝑟)) ⩽ 𝐶𝑟
𝑠+

𝛾
2

for every 𝑥 ∈ ℝ𝑑 and 𝑟 > 0.
We will now apply Corollary 4.3 to 𝜇𝐻3 with 𝑢 =

𝑠+4𝛾

𝛿−𝜀
and 𝑠 replaced by 𝑠 + 𝛾

2
. By Lebesgue’s

density theorem,

lim
𝑟→0

𝜇(𝐻3 ∩ 𝐵(𝑥, 𝑟))

𝜇(𝐵(𝑥, 𝑟))
= 1

for 𝜇-almost every 𝑥 ∈ 𝐻3, hence 𝜇𝐻3 -almost every 𝑥 belongs to𝐴
𝑢
𝑘
(see Equation (4.23)) for every

𝑘 large enough (depending on 𝑥). Now observe that if 𝑡 < 𝑠2(𝑟)(𝛿 − 𝜀)
𝑠+

𝛾
2

𝑠+4𝛾
, then

𝑡
𝑠 + 4𝛾

(𝛿 − 𝜀)
(
𝑠 +

𝛾

2

) < 𝑠2(𝑟).

Recalling Equation (2.1), we have that

∞∑
𝑘=1

𝜒𝐴𝑢
𝑘
(𝑥)𝑟

𝑡
𝑠+4𝛾

(𝛿−𝜀)(𝑠+ 𝛾2 )
𝑘

= ∞

for 𝜇𝐻3 -almost every 𝑥 ∈ ℝ
𝑑. By Corollary 4.3, 𝑓𝜇𝐻3 (𝑟) ⩾ 𝑡. Lemma 3.5 now yields 𝑓𝜇(𝑟) ⩾ 𝑡. From

this we deduce that𝑓𝜇(𝑟) ⩾ 𝑠2(𝑟)(𝛿 − 𝜀)
𝑠+

𝛾
2

𝑠+4𝛾
and letting 𝛾 → 0 and 𝜀 → 0 completes the proof. □

7 SHARPNESS OF THE BOUNDS IN THEOREM 2.5

In this section, we provide exampleswhich demonstrate that the bounds in Theorem 2.5 are sharp.
In particular, these examples show that there is no formula for 𝑓𝜇(𝑟) involving only the quantity
𝑠2(𝑟) and the local dimensions of the measure. For simplicity, we do our constructions in ℝ but
similar examples can be constructed also in ℝ𝑑.
We start with an example showing that it is possible that 𝑓𝜇(𝑟) = 𝑠2(𝑟) for every sequence 𝑟with

𝑠2(𝑟) < dimH𝜇, no matter how small the quantity 𝛿 is. In particular, this example shows that for
some measures, the trivial upper bound in Theorem 2.5 is the correct value for the almost sure
dimension for all sequences of radii.
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23 of 27 JÄRVENPÄÄ et al.

Example 7.1. Let 0 < 𝑠 < 𝑢 < 1 and let 0 < 𝛼, 𝛽 < 1

2
be such that 𝑠 = log 2

− log 𝛼
and 𝑢 = log 2

− log 𝛽
. Set

𝐶0 ∶= [0, 1]. Let (𝑁𝑘)∞𝑘=1 be a rapidly growing sequence of integers and let 𝐶 ∶=
⋂∞
𝑛=0 𝐶𝑛 be the

Cantor set, where 𝐶𝑛 is obtained from 𝐶𝑛−1 by removing the middle (1 − 2𝛼)-interval from each
construction interval of 𝐶𝑛−1 for 𝑁2𝑘 ⩽ 𝑛 < 𝑁2𝑘+1 and by removing the middle (1 − 2𝛽)-interval
from each construction interval of 𝐶𝑛−1 for𝑁2𝑘+1 ⩽ 𝑛 < 𝑁2𝑘+2. Let 𝜇 be the natural Borel proba-
bility measure on 𝐶 giving equal weight to all construction intervals at same level. We then have
that

𝑟𝑢 ≲ 𝜇(𝐵(𝑥, 𝑟)) ≲ 𝑟𝑠 (7.1)

for all 𝑥 ∈ 𝐶 and 0 < 𝑟 < 1, where the notation g(𝑟) ≲ ℎ(𝑟) means that there exists a constant
𝑐 such that g(𝑟) ⩽ 𝑐ℎ(𝑟). If the sequence (𝑁𝑘)∞𝑘=1 grows fast enough, then dimloc

𝜇(𝑥) = 𝑠 and
dimloc𝜇(𝑥) = 𝑢 for all 𝑥 ∈ 𝐶.
Our aim is to show that 𝑓𝜇(𝑟) = 𝑠2(𝑟) for any sequence 𝑟 with 𝑠2(𝑟) < 𝑠. To this end, let 𝑥0 ∈ 𝐶

and 0 < 𝑟0 < 1. Let 𝐼0 be the largest construction interval contained in 𝐶 ∩ 𝐵(𝑥0, 𝑟0). Let 𝑛0 be the
level of 𝐼0. Then, 𝜇(𝐼0) ≈ 𝜇(𝐵(𝑥0, 𝑟0)), |𝐼0| ≈ 𝑟0 and

𝐼𝑡(𝜇𝐵(𝑥0,𝑟0)) ≲ 𝐼𝑡(𝜇𝐼0) (7.2)

for all 𝑡 > 0. Here, g ≈ ℎmeans that g ≲ ℎ and ℎ ≲ g . Let 0 < 𝑡 < 𝑠 and fix 𝑥 ∈ 𝐼0. Let 𝑁 > 𝑛0 be
large and for 𝑗 ∈ {𝑛0, … ,𝑁 − 1}, set

𝐷𝑗(𝑥) ∶= {𝑦 ∈ 𝐶 ∣ 𝐶𝑗(𝑦) = 𝐶𝑗(𝑥) and 𝐶𝑗+1(𝑦) ∩ 𝐶𝑗+1(𝑥) = ∅},

where 𝐶𝑗(𝑦) denotes the unique construction interval of 𝐶𝑗 containing 𝑦. Note that 𝐷𝑗(𝑥) is a
construction interval of𝐶𝑗+1 and 𝐼0 = 𝐶𝑁(𝑥) ∪

⋃𝑁−1
𝑗=𝑛0

𝐷𝑗(𝑥)with the union disjoint. Let 𝛾𝑗 denote
the length of the intervals removed from 𝐶𝑗−1 in the construction to obtain 𝐶𝑗 . Since 𝛼 < 𝛽, we
have that

dist(𝑥, 𝐷𝑗(𝑥)) ⩾ 𝛾𝑗+1 ⩾ (1 − 2𝛽)𝛼
𝑗−𝑛0 |𝐼0| (7.3)

for 𝑗 ∈ {𝑛0, … ,𝑁 − 1}. Finally, let 𝓁𝑛 denote the length of the construction intervals of 𝐶𝑛. By
Lemma 3.2, Equations (7.3) and (7.1), we obtain

𝜙𝑡𝜇|𝐼0 (𝑥) = ∫𝐼0 |𝑥 − 𝑦|−𝑡 𝑑𝜇(𝑦) = ∫𝐶𝑁(𝑥) |𝑥 − 𝑦|−𝑡 𝑑𝜇(𝑦) +
𝑁−1∑
𝑗=𝑛0

∫𝐷𝑗(𝑥) |𝑥 − 𝑦|−𝑡 𝑑𝜇(𝑦)
≲ |𝐶𝑁(𝑥)|𝑠−𝑡 + 𝑁−1∑

𝑗=𝑛0

𝜇(𝐷𝑗(𝑥))𝛾
−𝑡
𝑗+1 = 𝓁𝑠−𝑡𝑁 +

𝑁−1∑
𝑗=𝑛0

2𝑛0−𝑗−1𝜇(𝐼0)𝛾
−𝑡
𝑗+1

⩽ 𝓁𝑠−𝑡𝑁 + 𝜇(𝐼0)(1 − 2𝛽)
−𝑡|𝐼0|−𝑡 𝑁−1∑

𝑗=𝑛0

2𝑛0−𝑗−1𝛼𝑡(𝑛0−𝑗)

⩽ 𝓁𝑠−𝑡𝑁 +
1

2
𝜇(𝐼0)(1 − 2𝛽)

−𝑡|𝐼0|−𝑡 ∞∑
𝑗=0

(
𝛼−𝑡

2

)𝑗
.
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THE EKSTRÖM–PERSSON CONJECTURE 24 of 27

Since 𝑡 < 𝑠 = log 2

− log 𝛼
, it is true that 𝛼−𝑡 < 2. Hence, the series above converges. Integrating over 𝐼0

and normalising, we obtain for some constant 𝑐1 = 𝑐(𝛼, 𝛽, 𝑡) that

𝐼𝑡(𝜇𝐼0) ⩽ 𝑐1
(
𝜇(𝐼0)

−1𝓁𝑠−𝑡𝑁 + |𝐼0|−𝑡) .
Letting 𝑁 → ∞ yields 𝐼𝑡(𝜇𝐼0) ⩽ 𝑐1|𝐼0|−𝑡. Recalling Equation (7.2), we obtain the estimate
𝐼𝑡(𝜇𝐵(𝑥0,𝑟0)) ≲ |𝐼0|−𝑡 ≈ 𝑟−𝑡0 . If 𝑟 is a sequence of positive numbers such that 𝑠2(𝑟) < 𝑠 and 0 < 𝑡 <
𝑠2(𝑟), then there exists a constant 𝑐2 such that 𝐼𝑡(𝜇𝐵(𝑥,𝑟𝑘)) ⩽ 𝑐2𝑟

−𝑡
𝑘
for all 𝑥 ∈ 𝐶 and 𝑘 ∈ ℕ. Hence,

Theorem 2.8 implies that 𝑓𝜇(𝑟) ⩾ 𝑡. Letting 𝑡 → 𝑠2(𝑟) through a countable sequence then yields
the claim 𝑓𝜇(𝑟) = 𝑠2(𝑟).

In the next example, we construct a measure 𝜇 such that the quantity 𝛿 can be made arbi-
trarily small, and for any 𝛾 ∈ [𝛿, 1], there exists a sequence 𝑟 of radii such that 𝑓𝜇(𝑟) = 𝑠2(𝑟)𝛾. In
particular, this example shows that the lower bound in Theorem 2.5 can be attained.

Example 7.2. Let 0 < 𝑠 < 𝑢 < 1. We will first construct a measure 𝜇 ∈ ([0, 1]) such that
dim

loc
𝜇(𝑥) = 𝑠 and dimloc𝜇(𝑥) = 𝑢 for every 𝑥 ∈ spt𝜇. Fix some 𝓁0 ∈ ]0, 1[ and define a sequence

(𝓁𝑘)
∞
𝑘=0

of positive numbers by setting 𝓁𝑘+1 ∶= 𝓁𝑣
𝑘
, where

𝑣 ∶=
𝑢(1 − 𝑠)

𝑠(1 − 𝑢)
.

For every 𝑘 ∈ ℕ ⧵ {0}, let 𝐿𝑘 ∶= 𝓁
𝑠
𝑢

𝑘
= 𝓁

1−𝑠
1−𝑢

𝑘−1
. Note that 𝓁𝑘 < 𝐿𝑘 < 𝓁𝑘−1 for every 𝑘 ∈ ℕ ⧵ {0} and

(𝑙𝑘)
∞
𝑘=0

tends to zero with super exponential speed. Set 𝐶0 ∶= [0,𝓁0]. Construct 𝐶1 by partitioning
𝐶0 into

𝑁1 ∶=

⌊
𝓁0
𝐿1

⌋
intervals of length 𝐿1, and from each of these intervals, keep the leftmost segment of length 𝓁1
and discard the rest to obtain 𝐶1. If 𝐶𝑘 has been constructed and 𝐶𝑘 is a disjoint union of

∏𝑘
𝑗=1 𝑁𝑗

intervals of length 𝓁𝑘, construct𝐶𝑘+1 by dividing each interval of𝐶𝑘 into𝑁𝑘+1 ∶= ⌊ 𝓁𝑘
𝐿𝑘+1

⌋ intervals
of length 𝐿𝑘+1 and from each of these intervals keeping the leftmost segment of length 𝓁𝑘+1. This
way we obtain a decreasing sequence (𝐶𝑘)∞𝑘=0 of compact sets with the properties that each 𝐶𝑘 is a
union of

∏𝑘
𝑗=1 𝑁𝑗 intervals of length 𝓁𝑘 and these intervals are at least (𝐿𝑘 − 𝓁𝑘)-separated. Note

that 𝐿𝑘 − 𝓁𝑘 >
𝐿𝑘
2
for all large 𝑘 ∈ ℕ. Set𝐶 ∶=

⋂∞
𝑘=0 𝐶𝑘. Let𝜇 be the natural uniformly distributed

Borel probability measure on 𝐶. Since (𝑙𝑘)∞𝑘=0 tends to zero fast, (𝑁𝑘)
∞
𝑘=1

tends to infinity fast.
Therefore, the facts 𝑁𝑘 = ⌊𝓁𝑘−1

𝐿𝑘
⌋ and

𝓁𝑘−1
𝐿𝑘

𝓁𝑠
𝑘
= 𝓁

1+𝑣𝑠(1− 1
𝑢
)

𝑘−1
= 𝓁𝑠

𝑘−1

imply that 𝜇(𝐵(𝑥, 𝑟)) ≲ 𝑟𝑠 for all 𝑥 ∈ ℝ and 𝑟 > 0. Furthermore, for all 𝑥 ∈ 𝐶, we have that

𝜇(𝐵(𝑥,
𝐿𝑘
2
)) = 𝜇(𝐵(𝑥,𝓁𝑘)) ≈ 𝓁𝑠

𝑘
= 𝐿𝑢

𝑘
(7.4)
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25 of 27 JÄRVENPÄÄ et al.

F IGURE 1 The almost sure dimension 𝑓𝜇(𝑟) depicted as a “function” of 𝑠2(𝑟).

for all 𝑘 ∈ ℕ, and 𝜇(𝐵(𝑥, 𝑟)) ≳ 𝑟𝑢 for all 0 < 𝑟 < 1. Thus, dim
loc
𝜇(𝑥) = 𝑠 and dimloc𝜇(𝑥) = 𝑢 for

all 𝑥 ∈ 𝐶 and, in particular, 𝛿 = 𝑠

𝑢
, where 𝛿 is the quantity defined in Theorem 2.5.

In the following, we will demonstrate that by choosing a suitable sequence 𝑟, the almost
sure dimension 𝑓𝜇(𝑟) can take any value in the interval [𝑠2(𝑟)

𝑠

𝑢
, 𝑠2(𝑟)], that is, the possible pairs

(𝑠2(𝑟), 𝑓𝜇(𝑟)) fill the entire triangle depicted in Figure 1. Let 𝛾 ∈ [
𝑠

𝑢
, 1] and let 𝑠0 ∈ ]0,

𝑠

𝛾
]. We will

show that there exists a sequence 𝑟 such that 𝑠2(𝑟) = 𝑠0 and 𝑓𝜇(𝑟) = 𝑠0𝛾. Varying 𝛾 and 𝑠0 through
their allowed ranges fills the triangle in Figure 1.
Define a sequence (𝑀𝑗)

∞
𝑗=1

of integers by setting

𝑀𝑗 ∶=

⌊(
1

𝓁𝛾
𝑗

)𝑠0
⌋

for every 𝑗 ∈ ℕ ⧵ {0}. Set 𝑀0 ∶= 0. Consider the sequence 𝑟, where 𝑟𝑘 ∶=
𝓁𝛾
𝑗

2
for all 𝑘 = 𝑀𝑗−1 +

1,… ,𝑀𝑗 . Then, 𝑠2(𝑟) = 𝑠0, since

∞∑
𝑛=1

𝑟𝑡𝑛 =

∞∑
𝑗=1

𝑀𝑗∑
𝑘=𝑀𝑗−1+1

𝑟𝑡
𝑘
≈

∞∑
𝑗=1

𝓁𝛾(𝑡−𝑠0)
𝑗

,

and this sum converges when 𝑡 > 𝑠0. Observe that since 𝓁𝛾
𝑗
⩽ 𝓁𝑠∕𝑢

𝑗
= 𝐿𝑗 and the construction

intervals of 𝐶𝑗 are at least
𝐿𝑗

2
-separated, we have for any 𝑥 ∈ 𝐶 and𝑀𝑗−1 < 𝑘 ⩽ 𝑀𝑗 that

𝐶 ∩ 𝐵(𝑥,
𝓁𝑗
2
) ⊂ 𝐶 ∩ 𝐵(𝑥, 𝑟𝑘) ⊂ 𝐶 ∩ 𝐵(𝑥,𝓁𝑗) = 𝐶 ∩ 𝐵(𝑥, (2𝑟𝑘)

1
𝛾 ). (7.5)

Thus, by denoting 𝜌𝑘 ∶= (2𝑟𝑘)
1
𝛾 , we have that

𝑓𝜇(𝑟) ⩽ 𝑠2(𝜌) = 𝑠2(𝑟)𝛾 = 𝑠0𝛾. (7.6)

Next, we will show that 𝑠0𝛾 ⩽ 𝑓𝜇(𝑟). To this end, let 0 < 𝑡 < 𝑠0𝛾. Recall that 𝑠0𝛾 ⩽ 𝑠 and that,
for some constant 𝐷 > 0, 𝜇(𝐵(𝑥, 𝑟)) ⩽ 𝐷𝑟𝑠 for all 𝑥 ∈ 𝐶 and 𝑟 > 0. In Equation (7.5), we saw
that, for all 𝑥 ∈ 𝐶, the ball 𝐵(𝑥, (2𝑟𝑘)

1
𝛾 ) contains exactly one construction interval 𝐼 of 𝐶𝑗 and

 14697750, 2025, 1, D
ow

nloaded from
 https://londm

athsoc.onlinelibrary.w
iley.com

/doi/10.1112/jlm
s.70058 by U

ppsala U
niversity K

arin B
oye, W

iley O
nline L

ibrary on [27/12/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense
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𝜇(𝐵(𝑥, 𝑟𝑘)) ⩾
1

2
𝜇(𝐼). Therefore,

𝐼𝑡(𝜇𝐵(𝑥,𝑟𝑘)) ≲ 𝐼𝑡

(
𝜇
𝐵(𝑥,(2𝑟𝑘)

1
𝛾 )

)
.

Since 𝜇(𝐵(𝑥, (2𝑟𝑘)
1
𝛾 )) ≈ 𝑙𝑠

𝑗
= ((2𝑟𝑘)

1
𝛾 )𝑠, Lemma 3.2 yields that

𝐼𝑡

(
𝜇
𝐵(𝑥,(2𝑟𝑘)

1
𝛾 )

)
≲ 𝑟

− 𝑡
𝛾

𝑘
.

Note that
∞∑
𝑘=1

𝑟
𝑡
𝛾

𝑘
= ∞

since 𝑡 < 𝑠0𝛾. Thus, by Theorem 2.8, we have that

𝑓𝜇(𝑟) ⩾ 𝑡.

Letting 𝑡 ↗ 𝑠0𝛾 through a countable sequence yields the desired lower bound.
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