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#### Abstract

We study the distribution of the individual displacements in hashing with linear probing for three different versions: First Come, Last Come and Robin Hood. Asymptotic distributions and their moments are found when the the size of the hash table tends to infinity with the proportion of occupied cells converging to some $\alpha, 0<\alpha<1$. (In the case of Last Come, the results are more complicated and less complete than in the other cases.)

We also show, using the diagonal Poisson transform studied by Poblete, Viola and Munro, that exact expressions for finite $m$ and $n$ can be obtained from the limits as $m, n \rightarrow \infty$.

We end with some results, conjectures and questions about the shape of the limit distributions. These have some relevance for computer applications.


## 1. Introduction

The standard version of hashing with linear probing can be described as follows, where $n$ and $m$ are integers with $0 \leq n \leq m$. (For a thorough discussion, see Knuth [15, Section 6.4, in particular Algorithm 6.4.L].)
$n$ items $x_{1}, \ldots, x_{n}$ are placed sequentially into a table with $m$ cells $1, \ldots, m$, using $n$ integers $h_{i} \in\{1, \ldots, m\}$, by inserting $x_{i}$ into cell $h_{i}$ if it is empty, and otherwise trying cells $h_{i}+1$,
$h_{i}+2, \ldots$, until an empty cell is found; all positions being interpreted modulo $m$.
For our probabilistic treatment, we assume that the hash addresses $h_{i}$ are independent random numbers, uniformly distributed on $\{1, \ldots, m\}$. In other words, each of the $m^{n}$ possible hash sequences $\left(h_{i}\right)_{1}^{n}$ has the same probability $m^{-n}$.
If item $x_{i}$ is inserted into cell $q_{i}$, then its displacement is $d_{i}:=\left(q_{i}-h_{i}\right) \bmod$ $m$. This is the number of unsuccessful probes when this item is inserted, as well as each time we later search for the item in the table. (The number of probes to find the item in the table is thus $d_{i}+1$. This should be noted

[^0]when comparing the results below with other papers.) The displacement is a measure of the time (or cost) to find the item in the table; for simplicity we say that the search time is the displacement.

We began our study of hashing with linear probing in [10], where we studied the total displacement $\sum_{i} d_{i}$. In the present paper, we will study the individual displacements.

It turns out that the version of hashing described above leads to large variations among the displacements, especially for full or almost full tables. Several people have therefore suggested variations of the basic algorithm. We will study three versions of hashing with linear probing, differing in their insertion policies when there is a conflict.

FC First-Come(-First-Served). The usual version described above where the first item that probes a cell is inserted there and remains there.
LC Last-Come(-First-Served), see Poblete and Munro [22]. Each new item is inserted where it arrives. If the cell is already occupied, the old inhabitant is moved to the next cell. If that too is occupied, its old inhabitant is moved, etc.
RH Robin Hood, see Celis, Larson and Munro [4] and [15, Answer 6.467]. When an item wants a cell that is already occupied by another item, the item (of the two) with the largest current displacement is put in the cell and the other is moved to the next cell, where the same rule applies recursively. (Ties are resolved in either way.) Robin Hood hashing minimizes the variance of the displacements for all linear probing algorithms [3], [23].
Note that the insertion of a sequence of items results in the same set of occupied cells in all three versions, and thus the same total displacement, while the individual displacements may differ. As has been shown before, and is seen by our results below, the Last Come and Robin Hood versions tend to give more evenly distributed displacements, thus reducing extreme values that may be annoying or dangerous.
Remark 1.1. It has been suggested $[22,23]$ that the displacements in the LC and RH versions may be so concentrated around their mean that searches would be quicker using centered probing, first probing cells at the mean displacement from the hash address. This seems to be true for double hashing and random probing, but we will see in Section 11 that for hashing with linear probing, this is not the case.

The situation we consider in this paper is a computer program where a large hash table is constructed once, and then used many times for finding the items. We mainly consider successful searches, although we give results for unsuccessful searches too, and we always assume that each item in the table is equally likely to be requested. We therefore have two levels of randomness: given a hash table $\mathcal{T}$, and its displacements $\left(d_{i}\right)$, the time to find a random element in the table is a random variable $d(\mathcal{T})=d_{I}$, where $I \in\{1, \ldots, n\}$ is a uniformly distributed random index. As the program runs with many searches in the hash table, the search times are independent observations of
this random variable. It is thus interesting to study the distribution of this random variable and its properties such as its mean and variance, and perhaps the probability of extremely large values. Note that this distribution depends on $\mathcal{T}$.

On the other hand, the hash table $\mathcal{T}$ is itself random; another run of the program yields another $\mathcal{T}$ and another set of displacements. Hence the distribution of the displacement $d(\mathcal{T})$ is a random distribution and its mean $\mathbb{E}(d(\mathcal{T}) \mid \mathcal{T})$ and variance $\operatorname{Var}(d(\mathcal{T}) \mid \mathcal{T})=\mathbb{E}\left(d(\mathcal{T})^{2} \mid \mathcal{T}\right)-\mathbb{E}(d(\mathcal{T}) \mid \mathcal{T})^{2}$ are random variables.

As has been noted earlier, see e.g. [10], the asymptotic behaviour of hashing with linear probing when $n$ and $m$ and tend to $\infty$ depend on the relative size of $m$ and $n$. We will in the present paper, for simplicity as well as for lack of time and space, only consider the case $n / m \rightarrow \alpha$ with $0<\alpha<1$. (This is also the range of most interest for computer applications.) The case $n / m \rightarrow 0$ is more degenerate, with most displacements 0 , and will be ignored. (It can be treated by similar methods, cf. the discussion of the total displacement in [10].) It will be seen below, that in this range, the dependency on $\mathcal{T}$ is negligible. For example, the mean and variance above, which are functions of $\mathcal{T}$, converge after suitable scaling in probability to some constants. In other words, we observe essentially the same distribution of search times for every run of the program.

The case $n / m \rightarrow 1$ is mathematically very interesting, and we plan to treat it in a later paper (jointly with Philippe Chassaing). There are two subcases, again cf. [10]: If $m-n \gg \sqrt{n}$, the results are similar to those in the present paper (but in some respects simpler); in particular, the random variation between different hash tables $\mathcal{T}$ is insignificant. On the other hand, in the almost full case when $(m-n) / \sqrt{n} \rightarrow c$ for some $c \geq 0$, the dependency on $\mathcal{T}$ is important and e.g. the mean $\mathbb{E}(d(\mathcal{T}) \mid \mathcal{T})$ has a non-degenerate limit in distribution. Moreover, this is the Brownian phase, where the limits can be described using Brownian motion and derivatives of it such as the Brownian excursion.

The paper begins with some definitions and other preliminaries in Sections 2 and 3. A general limit theorem is given in Section 4 together with some variations.

In Section 5 we review these limit results in the context of the diagonal Poisson transform introduced by Poblete, Viola and Munro [23, 28]. This will show that the limit as $m, n \rightarrow \infty$ with $n / m \rightarrow \alpha$ of, for example, a certain moment of the displacements in random hash tables, equals a certain generating function (the Poisson transform) of the same moment. By inverting the Poisson transform, we are thus able to derive exact expressions for finite $m$ and $n$ from the limits as $m, n \rightarrow \infty$, a rather unusual situation!

The limit distributions for the different versions are found explicitly (more or less) in Sections 6-9. The reader will observe that our results for Last Come are much less satisfactory than for the other versions, and it is possible that others will succeed to find simpler forms of the result.

To illustrate the limit distributions, some numerical probabilities are given in Section 10.

Finally, the mode of the limit distributions are studied in Section 11, with a mixture of theorems, numerically based conjectures and open questions.
$n^{\underline{k}}:=n(n-1) \cdots(n-k+1)$ denotes the falling factorial.
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## 2. Preliminaries

By a hash table $\mathcal{T}$ we mean not only the final table, but also its construction history; moreover, we consider the three possible results and construction histories under the three different policies together. Formally, a hash table can be regarded as encoded by the numbers $m$ and $n$ and the sequence $\left(h_{1}, \ldots, h_{n}\right)$ of hash addresses. We always let $m=m(\mathcal{T})$ be the number of cells and $n=n(\mathcal{T})$ the number of items in the table. Thus there are $m-n$ empty cells. We always have $0 \leq n \leq m$. We sometimes exclude the cases $n=0$ or $n=m$ to avoid trivial complications.

Our prime object of study is the random hash table $\mathcal{T}_{m, n}$ with $m$ cells and $n$ items ( $0 \leq n \leq m$ ) and the hash addresses $h_{1}, \ldots, h_{n}$ i.i.d. random variables, uniformly distributed on $\{1, \ldots, m\}$. (This random hash table thus has a fixed size. In the analysis below we will also meet random hash tables where both the size and the number of items are random, see Section 3.)

We say that a hash table is confined if it leaves the last cell empty. We let $\mathcal{T}_{m, n}^{\prime}(n<m)$ denote a random confined hash table, defined as $\mathcal{T}_{m, n}$ conditioned on the last cell being empty. By symmetry, the sequence of displacements has the same distribution for $\mathcal{T}_{m, n}^{\prime}$ as for $\mathcal{T}_{m, n}$.

We denote the three insertion policies defined in the introduction by FC, LC and RH, and use $\Xi$ to denote any of these.

Given a hash table $\mathcal{T}$, random or not, and a policy $\Xi \in\{\mathrm{FC}, \mathrm{LC}, \mathrm{RH}\}$, we let $d_{i}^{\Xi}(\mathcal{T})$ be the (final) displacement of the $i$ :th item, $1 \leq i \leq n$, and

$$
n_{k}^{\Xi}(\mathcal{T}):=\#\left\{i: d_{i}^{\Xi}(\mathcal{T})=k\right\}, \quad k=0,1, \ldots,
$$

the number of items with displacement $k$. Note that

$$
\begin{equation*}
\sum_{k} n_{k}^{\Xi}(\mathcal{T})=n \tag{2.1}
\end{equation*}
$$

The total displacement is

$$
d^{*}(\mathcal{T}):=\sum_{i=1}^{n} d_{i}^{\Xi}(\mathcal{T})=\sum_{k=0}^{\infty} k n_{k}^{\Xi}(\mathcal{T})
$$

and the average displacement is, when $n>0$,

$$
\bar{d}(\mathcal{T}):=\frac{1}{n} d^{*}(\mathcal{T})=\frac{1}{n} \sum_{i=1}^{n} d_{i}^{\Xi}(\mathcal{T})
$$

As remarked above, $d^{*}(\mathcal{T})$ and $\bar{d}(\mathcal{T})$ do not depend on the policy $\Xi$.
If $n>0$, we let $d^{\Xi}(\mathcal{T})$ denote a randomly chosen displacement in a given hash table $\mathcal{T}$ using policy $\Xi$, i.e. the random variable $d_{I}^{\Xi}(\mathcal{T})$ where $I \in\{1, \ldots, n\}$ is a random index with a uniform distribution. Thus, given $\mathcal{T}, d^{\Xi}(\mathcal{T})$ has the distribution

$$
\begin{equation*}
\mathbb{P}\left(d^{\Xi}(\mathcal{T})=k\right)=\frac{1}{n} n_{k}^{\Xi}(\mathcal{T}) \tag{2.2}
\end{equation*}
$$

and the expectation

$$
\mathbb{E} d^{\Xi}(\mathcal{T})=\bar{d}(\mathcal{T})
$$

Similarly, we let $d_{j}^{U}(\mathcal{T})$ denote the number of occupied cells encountered in an unsuccessful search starting at hash address $j, 1 \leq j \leq m$, and let $d^{\mathrm{U}}(\mathcal{T})$ denote the number of occupied cells encountered in a random unsuccessful search, i.e. $d^{\mathrm{U}}(\mathcal{T}):=d_{J}^{U}(\mathcal{T})$, where $J \in\{1, \ldots, m\}$ is a uniformly distributed random index. (As for successful searches, the number of probes thus is one more, $d_{j}^{\mathrm{U}}(\mathcal{T})+1$ and $d^{\mathrm{U}}(\mathcal{T})+1$.) We further let

$$
n_{k}^{U}(\mathcal{T}):=\#\left\{j: d_{j}^{U}(\mathcal{T})=k\right\}, \quad k=0,1, \ldots
$$

and note that now, in contrast to (2.1),

$$
\begin{equation*}
\sum_{k} n_{k}^{\cup}(\mathcal{T})=m \tag{2.3}
\end{equation*}
$$

Thus, given $\mathcal{T}, d^{\mathrm{U}}(\mathcal{T})$ has the distribution

$$
\mathbb{P}\left(d^{\cup}(\mathcal{T})=k\right)=\frac{1}{m} n_{k}^{U}(\mathcal{T})
$$

2.1. Blocks. A block in a hash table (with $n<m$ ) is a sequence of cells $\{i+1, \ldots, j\}$ (modulo $m$ ) where $i$ and $j$ are two consecutive empty cells; thus the last cell in a block is empty but all others are occupied. Clearly, $\mathcal{T}$ contains $m-n$ blocks which form a partition of $\{1, \ldots, m\}$. We denote the block lengths in $\mathcal{T}$ by $\ell_{1}(\mathcal{T}), \ldots, \ell_{m-n}(\mathcal{T})$. (In the confined case, we take the blocks in the natural order, but in the unconfined case we start at a randomly chosen block. Otherwise, if for example in the unconfined case we would let the first block be the block containing cell 1 , we would introduce an unwanted bias.)

Note that by our convention, each block includes the final, empty cell. Hence each block length is $\geq 1$, and a block of length 1 is just a single empty cell (preceded by another empty cell). Further,

$$
\sum_{i=1}^{m-n} \ell_{i}(\mathcal{T})=m
$$

Each block may be regarded as an almost full confined hash table, with $\ell$ cells and $\ell-1$ items, where $\ell$ is the length of the block.

The block lengths $\ell_{i}$ do not depend on the insertion policy.
If $B$ is a block of length $\ell$ in $\mathcal{T}$, then the $\ell$ values of $d_{j}^{\mathrm{U}}(\mathcal{T})$ for $j \in B$ are $\ell-1, \ell-2, \ldots, 0$. Hence, for $k=0,1, \ldots$,

$$
\begin{equation*}
n_{k}^{U}(\mathcal{T})=\#\left\{i: \ell_{i}(\mathcal{T})>k\right\} . \tag{2.4}
\end{equation*}
$$

We further see that $d_{j}^{U}(\mathcal{T})$ and $d^{U}(\mathcal{T})$ do not depend on the insertion policy.
2.2. Profile. Let, for $j=1, \ldots, m, X_{j}:=\left\{i: h_{i}=j\right\}$ be the number of items with hash address $j$. Further, let $H_{j}$ be the number of items that make an attempt to be inserted in cell $j$, whether they succeed or not. We extend these definitions to arbitrary integer indices by interpreting the index $j$ modulo $m$. We call $\left(H_{j}\right)_{j=1}^{m}$ the profile of the hashing. If $H_{j} \geq 1$, then exactly one of the $H_{j}$ items that try cell $j$ ends up there, while the remaining $H_{j}-1$ items either are rejected immediately or are admitted first but later thrown out; thus these continue to cell $j+1$, and

$$
H_{j+1}=X_{j+1}+\left(H_{j}-1\right)_{+} .
$$

When $n<m$, this set of equations has a unique solution [15, Exercise 6.4-32], [10, Lemma 2.1]

$$
H_{j}=\max _{-\infty<i \leq j}\left(\sum_{k=i}^{j} X_{k}-(j-i)\right) .
$$

In particular, the profile does not depend on the insertion policy.
The profile has a simple relation to Robin Hood hashing.
Lemma 2.1. For Robin Hood,

$$
n_{k}^{\mathrm{RH}}(\mathcal{T})=\#\left\{i: d_{i}^{\mathrm{RH}}=k\right\}=\#\left\{j: H_{j}=k+1\right\} .
$$

In other words, the displacements $\left(d_{i}^{\mathrm{RH}}\right)_{i=1}^{n}$ are a permutation of the numbers $\left(H_{j}-1\right)_{j=1}^{m}$, ignoring the $m-n$ negative values when $H_{i}=0$.

Proof. Consider a cell $j$ and the $X_{j}$ items that arrive at $j$. Under the RH rule, the final order of the items in a block is the same as the order of their places of arrivals. Hence, the $\left(H_{j-1}-1\right)_{+}$items that try cell $j-1$ but are rejected (immediately or later) and therefore continue and try cell $j$, will end up in cells $j, \ldots, j+\left(H_{j-1}-1\right)_{+}-1$, and the $X_{j}$ items that arrive at place $j$ will end up in $j+\left(H_{j-1}-1\right)_{+}, \ldots, j+\left(H_{j-1}-1\right)_{+}+X_{j}-1$, Consequently, the displacements of these $X_{j}$ items are $\left(H_{j-1}-1\right)_{+}, \ldots,\left(H_{j-1}-1\right)_{+}+X_{j}-1=H_{j}-1$. In particular, these displacements are all different, and, if $k \geq 0$, one of them equals $k$ if and only if $H_{j-1}-1 \leq k \leq H_{j}-1$. Hence,

$$
\begin{align*}
n_{k}^{\mathrm{RH}} & =\#\left\{j: H_{j-1}-1 \leq k \leq H_{j}-1\right\}  \tag{2.5}\\
& =\#\left\{j: H_{j-1} \leq k+1 \leq H_{j}\right\} .
\end{align*}
$$

Consider the sequence $\left\{H_{j}\right\}$, where the index runs through $\{1, \ldots, m\}$ regarded as a cycle, with 1 following $m$. The number of times $H_{j}$ increases across $[k, k+1]$ has to equal the number of times it decreases across the same interval, and since $H_{j}-H_{j-1} \geq-1$ always, such a decrease can only be from $k+1$ to $k$.

Hence, (2.5) yields

$$
\begin{aligned}
n_{k}^{\mathrm{RH}} & =\#\left\{j: H_{j-1} \leq k+1 \leq H_{j}\right\} \\
& =\#\left\{j: H_{j-1}=k+1 \leq H_{j}\right\}+\#\left\{j: H_{j-1} \leq k<k+1 \leq H_{j}\right\} \\
& =\#\left\{j: H_{j-1}=k+1 \leq H_{j}\right\}+\#\left\{j: H_{j-1}=k+1>k=H_{j}\right\} \\
& =\#\left\{j: H_{j-1}=k+1\right\} .
\end{aligned}
$$

## 3. Random blocks and infinite hashing

Let $T(z)$ be the tree function

$$
\begin{equation*}
T(z):=\sum_{l=1}^{\infty} \frac{l^{l-1} z^{l}}{l!}, \quad|z| \leq e^{-1} \tag{3.1}
\end{equation*}
$$

Recall the well-known formulas $T(z) e^{-T(z)}=z\left(|z| \leq e^{-1}\right), T\left(\alpha e^{-\alpha}\right)=\alpha$ $(0 \leq \alpha \leq 1)$,

$$
\begin{equation*}
\sum_{l=1}^{\infty} \frac{l^{l-2} z^{l}}{l!}=T(z)-\frac{1}{2} T(z)^{2} \tag{3.2}
\end{equation*}
$$

and

$$
\begin{equation*}
T^{\prime}(z)=\frac{T(z)}{z(1-T(z))} \tag{3.3}
\end{equation*}
$$

We say, for $0 \leq \alpha \leq 1$, that a random variable $B_{\alpha}$ has the Borel distribution $\operatorname{Bo}(\alpha)$ if

$$
\begin{equation*}
\mathbb{P}\left(B_{\alpha}=l\right)=\frac{l^{l-1}}{l!} \alpha^{l-1} e^{-l \alpha}=\frac{1}{T\left(\alpha e^{-\alpha}\right)} \frac{l^{l-1}}{l!}\left(\alpha e^{-\alpha}\right)^{l}, \quad l=1,2, \ldots \tag{3.4}
\end{equation*}
$$

( $B_{\alpha}$ always denotes such a variable.) The probability generating function of the Borel distribution is

$$
\begin{equation*}
\mathbb{E} z^{B_{\alpha}}=\sum_{l=1}^{\infty} \mathbb{P}\left(B_{\alpha}=l\right) z^{l}=\frac{T\left(\alpha e^{-\alpha} z\right)}{T\left(\alpha e^{-\alpha}\right)}=\frac{T\left(\alpha e^{-\alpha} z\right)}{\alpha} . \tag{3.5}
\end{equation*}
$$

Moments are easily computed from this. In particular, see e.g. [10, §4],

$$
\begin{align*}
& \mathbb{E} B_{\alpha}=\frac{1}{1-T\left(\alpha e^{-\alpha}\right)}=\frac{1}{1-\alpha}  \tag{3.6}\\
& \mathbb{E} B_{\alpha}^{2}=\frac{1}{(1-\alpha)^{3}} \tag{3.7}
\end{align*}
$$

As shown in [10, Lemma 4.1], for any $\alpha>0$, the sequence of block lengths $\left\{\ell_{i}\left(\mathcal{T}_{m, n}\right)\right\}_{i=1}^{m-n}$ of the random hash table $\mathcal{T}_{m, n}$ or $\mathcal{T}_{m, n}^{\prime}$ has the same distribution as a sequence $\left\{X_{i}\right\}_{i=1}^{m-n}$ of independent random variables $X_{i}$ with the common distribution $\operatorname{Bo}(\alpha)$, conditioned on $\sum_{i=1}^{m-n} X_{i}=m$. Moreover, conditioned on the block lengths $\ell_{i}$, the internal structures of the blocks are independent, and the same as for a sequence of independent random almost full confined hash tables $\mathcal{T}_{\ell_{i}, \ell_{i}-1}^{\prime}, i=1, \ldots, m-n$.

We let $\mathcal{T}_{\alpha}$, where $0 \leq \alpha \leq 1$, denote the random hash table of random size constructed by first selecting $\ell$ at random with the Borel distribution $\operatorname{Bo}(\alpha)$,
and then taking a random confined hash table $\mathcal{T}_{\ell, \ell-1}^{\prime}$. (Thus $\mathcal{T}_{\alpha}$ is a confined hash table.) The result just quoted then implies the following.
Lemma 3.1. The random confined hash table $\mathcal{T}_{m, n}^{\prime}$ can be obtained by juxtaposing $m-n$ independent copies of $\mathcal{T}_{\alpha}$, conditioning on the total size being $m$. The random hash table $\mathcal{T}_{m, n}$ can be obtained by first constructing $\mathcal{T}_{m, n}^{\prime}$ in this way, followed by a random cyclic shift. Here $\alpha$ is any number with $0<\alpha \leq 1$.
Remark 3.2. There is a one-to-one correspondence between hash tables and rooted forests, see e.g. [15, Exercise 6.4-31] and [5], and the lemma is essentially equivalent to a result for random rooted forests by Pavlov [17, 19, 20]. Furthermore, Lemma 3.1 is closely related to results for generating functions for the total displacement in $[7,16]$.

Next, let us observe that the Borel distribution arises in connection with random walks. More precisely, let $\xi_{1}, \xi_{2}, \ldots$ be i.i.d. random variables with the Poisson distribution $\operatorname{Po}(\alpha)$, and let $S_{k}:=\sum_{i=1}^{k}\left(\xi_{i}-1\right)$ be a random walk starting at $S_{0}=0$ with increments $\xi_{i}-1$. Then $\tau:=\min \left\{k: S_{k}=-1\right\}$ has the Borel distribution $\operatorname{Bo}(\alpha)$ [11, 12]; see also [6, 21].
Remark 3.3. It is easily seen that this result has equivalent reformulations in the theories of queues and branching processes: $\operatorname{Bo}(\alpha)$ is the distribution of the number of customers in a busy period in a queue with arrivals according to a Poisson process and constant service time; $\operatorname{Bo}(\alpha)$ is also the total progeny of a Galton-Watson process where each individual has $\operatorname{Po}(\alpha)$ children. For these results and generalizations, see e.g. $[2,18,13,27,25,26,6,21]$.

Furthermore, let us use this random walk to construct a hash table $\widetilde{\mathcal{T}}$ on $\{1, \ldots, \tau\}$ by taking $\xi_{i}$ items with hash address $i, 1 \leq i \leq \tau$, inserting them in the table in random order. Then, for $1 \leq k \leq \tau$, the number of probes at cell $k$, i.e. $H_{k}$, is $S_{k}+1$; thus the number of unsuccessful probes at $k$ is $S_{k}$ for $k<\tau$, and $\tau$ is the first empty cell. It is easily seen that, conditioned on $\tau=l$, the resulting table has a uniform distribution over all almost full confined hash tables of length $l$, i.e. it is $\mathcal{T}_{l, l-1}^{\prime}$ Consequently, the random hash table $\widetilde{\mathcal{T}}$ equals (in distribution) $\mathcal{T}_{\alpha}$. This yields the following description of the profile.
Lemma 3.4. Let $0<\alpha<1$. The profile $\left(H_{j}\right)_{j=1}^{m\left(\mathcal{T}_{\alpha}\right)}$ of $\mathcal{T}_{\alpha}$ has the same distribution as $\left(S_{j}+1\right)_{j=1}^{\tau}$, where $\xi \in \operatorname{Po}(\alpha), S_{k}$ and $\tau$ are as above.
This may also be expressed using the following random infinite hashing.
Consider a hash table with infinitely many cells $1,2,3, \ldots$ and suppose that items arrive to the cells according to independent Poisson processes with rate 1. When an item arrives, it is placed in the cell if the cell is empty, otherwise either the new or the old item (according to the chosen policy) is moved to the next cell, and so on. All movements are instantaneous. Denote the resulting table at time $t \geq 0$ by $\mathcal{T}_{\infty}(t)$. We define blocks in $\mathcal{T}_{\infty}(t)$ as for finite tables, starting at cell 1 ; we also consider an infinite string of occupied cells as a block. There are either an infinite number of finite blocks, or a finite (possibly zero) number of finite blocks followed by a single infinite block.

Lemma 3.5. If $0 \leq \alpha \leq 1$, then the first block in $\mathcal{T}_{\infty}(\alpha)$ equals $\mathcal{T}_{\alpha}$ in distribution.

Proof. Let $\xi_{i}$ be the number of items arriving to cell $i$ up to time $\alpha$. Then $\xi_{1}, \xi_{2}$, $\ldots$ are i.i.d. $\operatorname{Po}(\alpha)$ as above, and we define $S_{k}$ and $\tau$ as before. Thus, for $k \leq \tau$, the number of items probing cell $k$ up to time $\alpha$ is $S_{k}+1$, and $\tau$ is the first empty cell at time $\alpha$, i.e. the length of the first block in $\mathcal{T}_{\infty}(\alpha)$. Conditioned on $\tau$ and $\xi_{1}, \ldots, \xi_{\tau}$, the $\tau-1$ items that have arrived to $\{1, \ldots, \tau\}$ have come in random order, and we are in the situation of $\widetilde{\mathcal{T}}$ discussed above.

Remark 3.6. As a digression, let us study $\mathcal{T}_{\infty}(\alpha)$ further.
For $\alpha \leq 1$, the random walk $S_{k}$ defined above has negative or zero drift and thus a.s. hits -1 , i.e. $\tau<\infty$ (as is implicit in the discussion above). After cell $\tau$, the same process starts again, and thus $\mathcal{T}_{\infty}(\alpha)$ consists of an infinite string of independent random blocks, each a copy of $\mathcal{T}_{\alpha}$. In particular, the description above of the blocks in $\mathcal{T}_{m, n}$ is equivalent to the fact that if we condition $\mathcal{T}_{\infty}(\alpha)$ on the $(m-n)$ :th empty cell being cell $m$, then the $m$ first cells form a random confined hash table $\mathcal{T}_{m, n}^{\prime}$, which easily is seen directly.

For $\alpha>1$, the random walk $\left\{S_{k}\right\}$ has positive drift and thus has positive probability of never hitting -1 . This means that $\mathcal{T}_{\infty}(\alpha)$ may have one or several finite blocks in the beginning, but, a.s., eventually there is an infinite block covering the rest of the table. As a consequence, the infinite hashing works for time $\alpha \leq 1$, but for $\alpha>1$ it fails because items are moved away to infinity (in zero time) and lost. In other words, there is a phase transition at time 1.

For $\alpha>1$, the probability of the first block being finite is $\alpha^{\prime} / \alpha$, where $\alpha^{\prime}:=$ $T\left(\alpha e^{-\alpha}\right)<1$, and conditioned on being finite, the block has the distribution of $T_{\alpha^{\prime}}$. In particular, its length then has the Borel distribution $\operatorname{Bo}\left(\alpha^{\prime}\right)$ with mean $1 /\left(1-\alpha^{\prime}\right)$.

Hence, the number of finite blocks has the geometric distribution $\mathrm{Ge}(1-$ $\left.\alpha^{\prime} / \alpha\right)$ with mean $\alpha^{\prime} /\left(\alpha-\alpha^{\prime}\right)$. As a consequence, the expected number of cells in the finite blocks equals $\frac{\alpha^{\prime}}{\alpha-\alpha^{\prime}} \frac{1}{1-\alpha^{\prime}}$.

Finally, we note that $\mathcal{T}_{\infty}(\alpha)$ is a discrete version of the queueing process studied by Borel [2].

Remark 3.7. We can similarly define two-way infinite hashing with the cells indexed by $\mathbb{Z}$, all integers. This can be regarded as infinite unconfined hashing, while the one-way infinite hashing on $\mathbb{Z}_{+}$is infinite confined hashing.

In this case, we have a similar structure as for the one-way infinite case. If the time $\alpha \leq 1$, the table consists a.s. of an infinite number of finite blocks. On the other hand, for $\alpha>1$, the whole table is filled a.s.

## 4. A general limit theorem

We begin with a general limit theorem for the distribution of the individual displacements (in the case $n / m \rightarrow \alpha, 0<\alpha<1$ ).

Recall that we first take a random hash table $\mathcal{T}_{m, n}$ and then consider the distribution of a random displacement for that hash table, i.e. we consider the
conditional distribution of a random displacement given the hash table. We are thus really studying a random probability distribution; the reader who finds this too mind-boggling can instead think of the proportions $n_{k}^{\Xi}\left(\mathcal{T}_{m, n}\right) / n$ of items with given displacements in the table, which is the same thing by (2.2).

Theorem 4.1. Suppose that $m, n \rightarrow \infty$ with $n / m \rightarrow \alpha$, where $0<\alpha<1$, and let $\Xi \in\{\mathrm{FC}, \mathrm{LC}, \mathrm{RH}\}$.
(i) For every $k=0,1, \ldots$,

$$
\begin{equation*}
\mathbb{P}\left(d^{\Xi}\left(\mathcal{T}_{m, n}\right)=k \mid \mathcal{T}_{m, n}\right)=\frac{1}{n} n_{k}^{\Xi}\left(\mathcal{T}_{m, n}\right) \xrightarrow{\mathrm{p}} p_{\alpha}^{\Xi}(k):=\frac{1-\alpha}{\alpha} \mathbb{E} n_{k}^{\Xi}\left(\mathcal{T}_{\alpha}\right), \tag{4.1}
\end{equation*}
$$

and $p_{\alpha}^{\Xi}=\left\{p_{\alpha}^{\Xi}(k)\right\}_{k=0}^{\infty}$ is a probability distribution on $\mathbb{N}$.
(ii) More precisely, for every $k=0,1, \ldots$ and jointly for all $k$,

$$
\begin{equation*}
\sqrt{n}\left(\mathbb{P}\left(d^{\Xi}\left(\mathcal{T}_{m, n}\right)=k \mid \mathcal{T}_{m, n}\right)-p_{n / m}^{\Xi}(k)\right)=n^{-1 / 2}\left(n_{k}^{\Xi}\left(\mathcal{T}_{m, n}\right)-n p_{n / m}^{\Xi}(k)\right) \xrightarrow{\mathrm{d}} Z_{k}^{\Xi}, \tag{4.2}
\end{equation*}
$$

where $Z_{\bar{k}}^{\Xi}$ are some Gaussian random variables with means $\mathbb{E} Z_{\bar{k}}^{\Xi}=0$ and a nondegenerate covariance matrix given by

$$
\begin{align*}
\operatorname{Cov}\left(Z_{k}^{\Xi}, Z_{l}^{\Xi}\right)=\frac{1-\alpha}{\alpha} & \left(\operatorname{Cov}\left(n_{k}^{\Xi}\left(\mathcal{T}_{\alpha}\right), n_{l}^{\Xi}\left(\mathcal{T}_{\alpha}\right)\right)\right. \\
& \left.-(1-\alpha)^{3} \operatorname{Cov}\left(n_{k}^{\Xi}\left(\mathcal{T}_{\alpha}\right), m\left(\mathcal{T}_{\alpha}\right)\right) \operatorname{Cov}\left(n_{l}^{\Xi}\left(\mathcal{T}_{\alpha}\right), m\left(\mathcal{T}_{\alpha}\right)\right)\right) \tag{4.3}
\end{align*}
$$

furthermore, all moments converge too. In particular, with $N_{k}:=n_{k}^{\Xi}\left(\mathcal{T}_{m, n}\right)$,

$$
\begin{gathered}
\mathbb{E} N_{k}=n p_{n / m}^{\Xi}(k)+o\left(n^{1 / 2}\right)=n p_{\alpha}^{\Xi}(k)+o(n), \\
\left(N_{k}-\mathbb{E} N_{k}\right) /\left(\operatorname{Var} N_{k}\right)^{1 / 2} \xrightarrow{\mathrm{~d}} N(0,1) .
\end{gathered}
$$

Remark 4.2. A more fancy formulation of part (i) of the theorem is that the distribution of $d^{\Xi}\left(\mathcal{T}_{m, n}\right)$ converges to $p_{\alpha}^{\Xi}$ in probability, in the space of all probability measures on $\mathbb{N}$, equipped with the weak topology (which coincides with the $\ell^{1}$ topology on this space); see [1] for definitions.

We will find (more or less explicit) formulas for the limit probabilities $p_{\alpha}^{\Xi}$ in Sections 7-9. It seems possible that the variances and covariances can be found by the same methods, but we have not attempted to find them.

The theorem says that a typical instance of the random hash table $\mathcal{T}_{m, n}$ has its displacements distributed approximately according to $p_{\alpha}^{\Xi}$, with some normal fluctuations. In particular, different realizations of $\mathcal{T}_{m, n}$ have (with large probability) almost the same distribution. Taking the expectation over the possible choices of $\mathcal{T}_{m, n}$, this yields the following, conceptually simpler, corollary on the distribution of the displacement of a random item in a random hash table.
Corollary 4.3. If $n / m \rightarrow \alpha<1$ and $\Xi \in\{\mathrm{FC}, \mathrm{LC}, \mathrm{RH}\}$, then

$$
d^{\Xi}\left(\mathcal{T}_{m, n}\right) \xrightarrow{\mathrm{d}} D_{\alpha}^{\Xi}
$$

where $D_{\alpha}^{\Xi}$ is a random variable with distribution

$$
\mathbb{P}\left(D_{\alpha}^{\Xi}=k\right)=p_{\alpha}^{\Xi}(k) .
$$

Proof of Theorem 4.1. Let $\alpha_{n}:=n / m$ and let $\mathcal{T}_{1}, \mathcal{T}_{2}, \ldots$ be independent copies of $\mathcal{T}_{\alpha_{n}}$. By Lemma 3.1, $n_{k}^{\Xi}\left(\mathcal{T}_{m, n}\right)$ has the same distribution as $\sum_{i=1}^{m-n} n_{k}^{\Xi}\left(\mathcal{T}_{i}\right)$ conditioned on $\sum_{i=1}^{m-n} m\left(\mathcal{T}_{i}\right)=m$.

We define $X_{i}:=m\left(\mathcal{T}_{i}\right)$ and $Y_{i}:=n_{k}^{\Xi}\left(\mathcal{T}_{i}\right)$ and are thus led to study $\sum_{i=1}^{m-n} Y_{i}$ conditioned on $\sum_{i=1}^{m-n} X_{i}=m$. We use, as in [10], the following conditional limit theorem proved in [9].

Lemma 4.4. Suppose that, for each $\nu,(X, Y)=(X(\nu), Y(\nu))$ is a pair of random variables such that $X$ is integer valued, and that $N=N(\nu)$ and $m=$ $m(\nu)$ are integers. Suppose further that for some $\gamma$ and $c$ (independent of $\nu$ ), with $0<\gamma \leq 2$ and $c>0$, the following hold, where $\sigma_{X}^{2}:=\operatorname{Var} X, \sigma_{Y}^{2}:=\operatorname{Var} Y$ and all limits are taken as $\nu \rightarrow \infty$ :
(i) $\mathbb{E} X=m / N$.
(ii) $0<\sigma_{X}^{2}<\infty$.
(iii) For every integer $r \geq 3, \mathbb{E}|X-\mathbb{E} X|^{r}=o\left(N^{r / 2-1} \sigma_{X}^{r}\right)$.
(iv) $\sigma_{X}^{2}=O\left(N^{2 / \gamma-1}\right)$.
(v) $\varphi_{X}(s):=\mathbb{E} e^{i s X}$ satisfies $1-\left|\varphi_{X}(s)\right| \geq c \min \left(|s|^{\gamma}, s^{2} \sigma_{X}^{2}\right)$ for $|s| \leq \pi$.
(vi) $0<\sigma_{Y}^{2}<\infty$.
(vii) For every integer $r \geq 3, \mathbb{E}|Y-\mathbb{E} Y|^{r}=o\left(N^{r / 2-1} \sigma_{Y}^{r}\right)$.
(viii) The correlation $\rho:=\operatorname{Cov}(X, Y) / \sigma_{X} \sigma_{Y}$ satisfies $\lim \sup |\rho|<1$.

Let, for each $\nu,\left(X_{i}, Y_{i}\right)$ be i.i.d. copies of $(X, Y)$, and let $S_{N}:=\sum_{1}^{N} X_{i}$, $T_{N}:=\sum_{1}^{N} Y_{i}$ and $\tau^{2}:=\sigma_{Y}^{2}\left(1-\rho^{2}\right)=\sigma_{Y}^{2}-\operatorname{Cov}(X, Y)^{2} / \sigma_{X}^{2}$. Then, as $\nu \rightarrow \infty$, the conditional distribution of $\left(T_{N}-N \mathbb{E} Y\right) / N^{1 / 2} \tau$ given $S_{N}=m$ converges to a standard normal distribution. In other words, if $U=U_{\nu}$ is a random variable whose distribution equals the conditional distribution of $T_{N}$ given $S_{N}=m$, then

$$
\begin{equation*}
\frac{U-N \mathbb{E} Y}{N^{1 / 2} \tau} \xrightarrow{\mathrm{~d}} N(0,1) . \tag{4.4}
\end{equation*}
$$

Moreover, $\mathbb{E} U=N \mathbb{E} Y+o\left(N^{1 / 2} \tau\right)$ and $\operatorname{Var} U \sim N \tau^{2}$, and thus also

$$
\begin{equation*}
\frac{U-\mathbb{E} U}{(\operatorname{Var} U)^{1 / 2}} \xrightarrow{\mathrm{~d}} N(0,1) . \tag{4.5}
\end{equation*}
$$

The limits (4.4) and (4.5) hold with convergence of all moments.
To apply Lemma 4.4, we consider a sequence $(m, n)=(m(\nu), n(\nu))$ tending to infinity and let $N:=m-n$. First, fix $k \geq 1$ and let $X:=m\left(\mathcal{T}_{n / m}\right)$ and $Y:=n_{k}^{\Xi}\left(\mathcal{T}_{n / m}\right)$. By the remarks before the lemma, $n_{k}^{\bar{\Xi}}\left(\mathcal{T}_{m, n}\right)$ has the same distribution as $T_{N}$ conditioned on $S_{N}=m$, i.e. the same distribution as $U$ in the lemma.

We have to verify all conditions of the lemma. First, $X \in \operatorname{Bo}(n / m)$ and thus, by (3.6), $\mathbb{E} X=1 /\left(1-\alpha_{n}\right)=m / N$, which verifies (i). Next, $n / m \rightarrow \alpha \in$ $(0,1)$, and thus $\mathcal{T}_{n / m} \xrightarrow{\mathrm{~d}} \mathcal{T}_{\alpha}$ and $(X, Y) \xrightarrow{\mathrm{d}}(\bar{X}, \bar{Y}):=\left(m\left(\mathcal{T}_{\alpha}\right), n_{k}^{\bar{k}}\left(\mathcal{T}_{\alpha}\right)\right)$, with convergence of all moments. Further, $N \rightarrow \infty$, the distribution of $\bar{X}$ has span

1 (because $\mathbb{P}(\bar{X}=1)>0)$ and $\bar{Y}$ is not a.s. equal to a linear function of $\bar{X}$ because both $\mathbb{P}(\bar{X}=k+2, \bar{Y}=0)>0$ and $\mathbb{P}(\bar{X}=k+2, \bar{Y}=1)>0$. It follows easily, see [9, Corollary 2.1] for a general statement, that all other conditions of the lemma hold for $\gamma=2$, with $\tau^{2}=\operatorname{Var}(\bar{Y})-\operatorname{Cov}(\bar{Y}, \bar{X})^{2} / \operatorname{Var}(\bar{X})$.

We may thus apply Lemma 4.4. We have

$$
N \mathbb{E} Y=n \frac{1-n / m}{n / m} \mathbb{E} n_{k}^{\Xi}\left(\mathcal{T}_{n / m}\right)=n p_{n / m}^{\Xi}(k),
$$

and (4.2) follows for a single $k$, with $\operatorname{Var}\left(Z_{k}^{\Xi}\right)=\lim (N / n) \tau^{2}=((1-\alpha) / \alpha) \tau^{2}$. (Note that we divide by $n^{1 / 2}$ in (4.2) but $N^{1 / 2}$ in (4.4).) Furthermore, the same argument applies with the $Y$ above replaced by a linear combination $Y:=$ $\sum_{0}^{K} a_{k} n_{k}^{\Xi}\left(\mathcal{T}_{n / m}\right)$, which by the Cramér-Wold device yields joint convergence and, using (3.7), (4.3), see [9, Corollary 2.2] for details.

Again, no such $Y$ is equal to a linear function of $X$, and thus every nontrivial finite linear combination $\sum_{0}^{K} a_{k} Z_{k}^{\Xi}$ has nonzero variance.

Part (ii) of Theorem 4.1 thus follows from Lemma 4.4. Part (i) follows from part (ii) and (2.1) and (3.6), which yields

$$
\sum_{k=0}^{\infty} p_{\alpha}^{\Xi}(k)=\frac{1-\alpha}{\alpha} \mathbb{E} \sum_{k=0}^{\infty} n_{k}^{\Xi}\left(\mathcal{T}_{\alpha}\right)=\frac{1-\alpha}{\alpha} \mathbb{E} n\left(\mathcal{T}_{\alpha}\right)=\frac{1-\alpha}{\alpha} \mathbb{E}\left(m\left(\mathcal{T}_{\alpha}\right)-1\right)=1
$$

We have similar results, with minor differences, for the unsuccessful searches.
Theorem 4.5. Suppose that $m, n \rightarrow \infty$ with $n / m \rightarrow \alpha$, where $0<\alpha<1$.
(i) For every $k=0,1, \ldots$,

$$
\mathbb{P}\left(d^{\mathrm{U}}\left(\mathcal{T}_{m, n}\right)=k \mid \mathcal{T}_{m, n}\right)=\frac{1}{m} n_{k}^{\mathrm{U}}\left(\mathcal{T}_{m, n}\right) \xrightarrow{\mathrm{p}} p_{\alpha}^{\mathrm{U}}(k):=(1-\alpha) \mathbb{P}\left(B_{\alpha}>k\right)
$$

where $B_{\alpha} \in \operatorname{Bo}(\alpha)$, and $p_{\alpha}^{\mathrm{U}}=\left\{p_{\alpha}^{\mathrm{U}}(k)\right\}_{k=0}^{\infty}$ is a probability distribution on $\mathbb{N}$.
(ii) More precisely, for every $k=0,1, \ldots$ and jointly for all $k$,

$$
\sqrt{n}\left(\mathbb{P}\left(d^{\mathrm{U}}\left(\mathcal{T}_{m, n}\right)=k \mid \mathcal{T}_{m, n}\right)-p_{n / m}^{\mathrm{U}}(k)\right)=\frac{n^{1 / 2}}{m}\left(n_{k}^{\mathrm{U}}\left(\mathcal{T}_{m, n}\right)-m p_{n / m}^{\mathrm{U}}(k)\right) \xrightarrow{\mathrm{d}} Z_{k}^{\mathrm{U}},
$$

where $Z_{k}^{U}$ are some Gaussian random variables with means $\mathbb{E} Z_{k}^{U}=0$ and a covariance matrix given by

$$
\begin{aligned}
\operatorname{Cov}\left(Z_{k}^{\mathrm{U}}, Z_{l}^{\mathrm{U}}\right)=\alpha(1-\alpha) & \left(\operatorname{Cov}\left(\mathbf{1}\left[B_{\alpha} \leq k\right], \mathbf{1}\left[B_{\alpha} \leq l\right]\right)\right. \\
& \left.-(1-\alpha)^{3} \operatorname{Cov}\left(\mathbf{1}\left[B_{\alpha} \leq k\right], B_{\alpha}\right) \operatorname{Cov}\left(\mathbf{1}\left[B_{\alpha} \leq l\right], B_{\alpha}\right)\right)
\end{aligned}
$$

furthermore, all moments converge too. In particular, with $N_{k}:=n_{k}^{\mathrm{U}}\left(\mathcal{T}_{m, n}\right)$,

$$
\begin{aligned}
\mathbb{E} N_{k} & =m p_{n / m}^{\mathrm{U}}(k)+o\left(m^{1 / 2}\right)=m p_{\alpha}^{\mathrm{U}}(k)+o(m), \\
& \left(N_{k}-\mathbb{E} N_{k}\right) /\left(\operatorname{Var} N_{k}\right)^{1 / 2} \xrightarrow{\mathrm{~d}} N(0,1) .
\end{aligned}
$$

The case $k=0$ is trivial, $n_{0}^{\mathrm{U}}\left(\mathcal{T}_{m, n}\right)=m-n=m p_{n / m}^{\mathrm{U}}(0)$ and thus $Z_{0}^{\mathrm{U}}=0$, but the variables $Z_{k}^{U}, k \geq 1$, are linearly independent.

Proof. We argue as in the proof of Theorem 4.1, now taking $Y:=n_{k}^{U}\left(\mathcal{T}_{n / m}\right)$, or a linear combination $\sum_{0}^{K} a_{k} n_{k}^{U}\left(\mathcal{T}_{n / m}\right)$ of such variables. By (2.4), recalling that $\mathcal{T}_{\alpha}$ has a single block, $n_{k}^{U}\left(\mathcal{T}_{n / m}\right)=\mathbf{1}\left[m\left(\mathcal{T}_{n / m}\right)>k\right]$ and thus

$$
N \mathbb{E} n_{k}^{U}\left(\mathcal{T}_{n / m}\right)=m(1-n / m) \mathbb{P}\left(m\left(\mathcal{T}_{n / m}\right)>k\right)=m p_{n / m}^{\cup}(k),
$$

and the result follows from Lemma 4.4 as above, if we recall that $m\left(\mathcal{T}_{\alpha}\right) \in$ $\operatorname{Bo}(\alpha)$ so $m\left(\mathcal{T}_{\alpha}\right) \stackrel{\mathrm{d}}{=} B_{\alpha}$, and use $\mathbf{1}\left[B_{\alpha}>k\right]=1-\mathbf{1}\left[B_{\alpha} \leq k\right]$.

Corollary 4.6. If $n / m \rightarrow \alpha<1$, then

$$
d^{\mathrm{U}}\left(\mathcal{I}_{m, n}\right) \xrightarrow{\mathrm{d}} D_{\alpha}^{\mathrm{U}},
$$

where $D_{\alpha}^{U}$ is a random variable with distribution

$$
\mathbb{P}\left(D_{\alpha}^{\mathrm{U}}=k\right)=p_{\alpha}^{\mathrm{U}}(k) .
$$

In the proofs above we used finite linear combinations $\sum_{0}^{K} a_{k} n_{k}^{\Xi}(\mathcal{T})$, but we can just as well take infinite sums $\sum_{0}^{\infty} f(k) n_{k}^{\Xi}(\mathcal{T})$, provided the function $f$ grows subexponentially, i.e. $f(k)=\exp (o(k))$, which implies that $\sum_{0}^{\infty} f(k) n_{k}^{\bar{\Xi}}\left(\mathcal{T}_{\alpha}\right)$ has finite moments of all orders. In fact, this was done in [10] to study the total displacement $d^{*}\left(\mathcal{T}_{m, n}\right)$, which is obtained by the choice $f(k)=k$.

We obtain the following result, leaving the formulas for the asymptotic variances to the reader.

Theorem 4.7. Let $f$ be a function of subexponential growth on $\mathbb{N}$, for example a polynomial. Suppose that $m, n \rightarrow \infty$ with $n / m \rightarrow \alpha$, where $0<\alpha<1$. For every $\Xi \in\{\mathrm{FC}, \mathrm{LC}, \mathrm{RH}\}$,

$$
\begin{aligned}
& \frac{1}{n} \sum_{i=1}^{n} f\left(d_{i}^{\Xi}\left(\mathcal{T}_{m, n}\right)\right)=\frac{1}{n} \sum_{k=0}^{\infty} f(k) n_{k}^{\Xi}\left(\mathcal{T}_{m, n}\right) \\
& \quad \xrightarrow{\mathrm{p}} \sum_{k=0}^{\infty} f(k) p_{\alpha}^{\Xi}(k)=\frac{1-\alpha}{\alpha} \mathbb{E} \sum_{k=0}^{\infty} f(k) n_{k}^{\Xi}\left(\mathcal{T}_{\alpha}\right)=\frac{1-\alpha}{\alpha} \mathbb{E} \sum_{i=1}^{n\left(\mathcal{T}_{\alpha}\right)} f\left(d_{i}^{\Xi}\left(\mathcal{T}_{\alpha}\right)\right) .
\end{aligned}
$$

and, similarly, with $B_{\alpha} \in \operatorname{Bo}(\alpha)$,

$$
\begin{aligned}
\frac{1}{m} \sum_{j=1}^{m} f\left(d_{j}^{\mathrm{U}}\left(\mathcal{T}_{m, n}\right)\right) & =\frac{1}{m} \sum_{k=0}^{\infty} f(k) n_{k}^{\mathrm{U}}\left(\mathcal{T}_{m, n}\right) \\
& \xrightarrow{\mathrm{p}} \sum_{k=0}^{\infty} f(k) p_{\alpha}^{\mathrm{U}}(k)=(1-\alpha) \mathbb{E} \sum_{k=0}^{B_{\alpha}-1} f(k) .
\end{aligned}
$$

The convergences hold in $L^{p}$ too, for any $p<\infty$; in particular, the expectations of the left hand sides converge to the right hand sides. Moreover, the random variables on the left hand side are asymptotically normal, with variances $O\left(n^{-1}\right)$.

Corollary 4.8. Suppose that $m, n \rightarrow \infty$ with $n / m \rightarrow \alpha$, where $0<\alpha<1$, and let $\Xi \in\{\mathrm{FC}, \mathrm{LC}, \mathrm{RH}, \mathrm{U}\}$. Then

$$
\begin{gather*}
\mathbb{E}\left(d^{\Xi}\left(\mathcal{T}_{m, n}\right) \mid \mathcal{T}_{m, n}\right) \xrightarrow{\mathrm{p}} \mathbb{E} D_{\alpha}^{\Xi},  \tag{4.6}\\
\operatorname{Var}\left(d^{\Xi}\left(\mathcal{T}_{m, n}\right) \mid \mathcal{T}_{m, n}\right) \xrightarrow{\mathrm{p}} \operatorname{Var} D_{\alpha}^{\Xi} . \tag{4.7}
\end{gather*}
$$

The expectations of the left hand sides converge to the same limits.
Proof. Apply Theorem 4.7 with $f(k)=k$ and $f(k)=k^{2}$.
Note that if $\Xi \in\{\mathrm{FC}, \mathrm{LC}, \mathrm{RH}\}$, then $\mathbb{E}\left(d^{\Xi}\left(\mathcal{T}_{m, n}\right) \mid \mathcal{T}_{m, n}\right)=\bar{d}\left(\mathcal{T}_{m, n}\right)$, the average displacement. We thus have the orthogonal decomposition $d^{\Xi}\left(\mathcal{T}_{m, n}\right)=$ $\left(d^{\Xi}\left(\mathcal{T}_{m, n}\right)-\bar{d}\left(\mathcal{T}_{m, n}\right)\right)+\bar{d}\left(\mathcal{T}_{m, n}\right)$ and the decomposition of the variance

$$
\begin{aligned}
\operatorname{Var}\left(d^{\Xi}\left(\mathcal{T}_{m, n}\right)\right) & =\operatorname{Var}\left(d^{\Xi}\left(\mathcal{T}_{m, n}\right)-\bar{d}\left(\mathcal{T}_{m, n}\right)\right)+\operatorname{Var}\left(\bar{d}\left(\mathcal{T}_{m, n}\right)\right) \\
& =\mathbb{E}\left(\operatorname{Var}\left(d^{\Xi}\left(\mathcal{T}_{m, n}\right) \mid \mathcal{T}_{m, n}\right)\right)+\operatorname{Var}\left(\bar{d}\left(\mathcal{T}_{m, n}\right)\right) \\
& \rightarrow \operatorname{Var}\left(D_{\alpha}^{\Xi}\right) .
\end{aligned}
$$

The second term, i.e. the part of the variance that comes from the variation between different hash tables is of order $O\left(n^{-1}\right)$ only by Theorem 4.7, and thus much smaller than the first term which is the part of the variance coming from the variation between different items in the table. This, again, shows that the variation between tables is insignificant in the sparse range.

A similar result holds for $d^{\mathrm{U}}$. Furthermore, we obtain similar results for higher moments by taking $f(k)=k^{r}, r>0$. In particular, we can sharpen Corollaries 4.3 and 4.6.
Corollary 4.9. If $n / m \rightarrow \alpha<1$ and $\Xi \in\{\mathrm{FC}, \mathrm{LC}, \mathrm{RH}, \mathrm{U}\}$, then $d^{\Xi}\left(\mathcal{T}_{m, n}\right) \xrightarrow{\mathrm{d}}$ $D_{\alpha}^{\Xi}$ with all moments, i.e.

$$
\mathbb{E}\left(d^{\Xi}\left(\mathcal{T}_{m, n}\right)\right)^{r} \rightarrow \mathbb{E}\left(D_{\alpha}^{\Xi}\right)^{r}, \quad r \geq 0
$$

We have so far treated all three insertion policies together. In Sections 69 , we will study them one by one (beginning with unsucessful searches) and identify the limit distributions $p_{\alpha}^{\Xi}$, i.e. the distributions of the limit random variables $D_{\alpha}^{\Xi}$.

## 5. Exact distributions

Although we are mainly interested in asymptotic result, we make in this section a digression and consider exact formulas for the distributions of $d^{\Xi}\left(\mathcal{T}_{m, n}\right)$ and, in particular, their moments. For simplicity, we consider only $\Xi \in$ $\{F C, L C, R H\}$ in this section, and leave the case of unsuccessful searches to the next section. Using results by Poblete, Viola and Munro [23, 28], we will see that the moments of $D_{\alpha}^{\Xi}$ not only are the limits of the moments of $d^{\Xi}\left(\mathcal{T}_{m, n}\right)$ as $m, n \rightarrow \infty$ with $n / m \rightarrow \alpha$, they can also be regarded as Poisson transforms of the moments of $d^{\Xi}\left(\mathcal{T}_{m, n}\right)$. The same is true for the probabilities $\mathbb{P}\left(d^{\Xi}\left(\mathcal{T}_{m, n}\right)=k\right)$ and for the probability generating function. This provides an interesting relation between the values of these moments (probabilities) and their limits. Moreover, it is possible to invert the Poisson transform and thus
derive exact formulas from the limits. This yields interesting connections with earlier results by various authors.

We denote the probability generating function of $D_{\alpha}^{\Xi}$ by $\psi_{\alpha}^{\Xi}$ and have by (4.1), for $0<\alpha<1$, at least for $|z| \leq 1$,

$$
\begin{equation*}
\psi_{\alpha}^{\Xi}(z):=\mathbb{E} z^{D_{\alpha}^{\Xi}}=\sum_{k=0}^{\infty} z^{k} p_{\alpha}^{\Xi}(k)=\frac{1-\alpha}{\alpha} \sum_{k=0}^{\infty} z^{k} \mathbb{E} n_{k}^{\Xi}\left(\mathcal{T}_{\alpha}\right) . \tag{5.1}
\end{equation*}
$$

Recall that the probabilities $p_{\alpha}^{\Xi}(k)$ can be obtained by differentiating $\psi_{\alpha}^{\Xi}(z)$ at $z=0$, and that the (factorial) moments are obtained by differentiation at $z=1$.

Remark 5.1. Since no displacement is larger than the size of the table, we have the bound $\mathbb{E} n_{k}^{\Xi}\left(\mathcal{T}_{\alpha}\right) \leq \mathbb{E}\left(m\left(\mathcal{T}_{\alpha}\right) \mathbf{1}\left[m\left(\mathcal{T}_{\alpha}\right) \geq k\right]\right)$, which together with (3.4) easily implies that the sums in (5.1) converge at least for $|z|<\left(\alpha e^{1-\alpha}\right)^{-1}$. Hence, for each $\alpha<1, \psi_{\alpha}^{\Xi}(z)$ is analytic in a disc with radius greater than 1 , and (5.1) is valid there. The same applies to various formulas for generating functions below; they are always valid for $|z| \leq 1$, and actually in some larger open domain (possibly depending on parameters such as $\alpha$ and $\Xi$ ), but we will usually ignore mentioning this restriction on $z$.

Furthermore, for $1 \leq n \leq m$, let

$$
\begin{equation*}
\varphi_{m, n}^{\Xi}(z):=\mathbb{E} z^{d^{\Xi}\left(\mathcal{I}_{m, n}\right)} \tag{5.2}
\end{equation*}
$$

the probability generating function of $d^{\Xi}\left(\mathcal{T}_{m, n}\right)$. When $n<m, d^{\Xi}\left(\mathcal{T}_{m, n}^{\prime}\right)$ has the same distribution as $d^{\Xi}\left(\mathcal{T}_{m, n}\right)$, see Section 2 , and thus the same probability generating function $\varphi_{m, n}^{\Xi}(z)$.

Let, for $\ell \geq 1, \Phi_{\ell}^{\Xi}(z)$ be the sum of $z^{d_{i}^{\Xi}(\mathcal{T})}$ over all $\ell^{\ell-2}$ confined almost full hash tables of length $\ell$, and all $i \in\{1, \ldots, l-1\}$. Thus $\Phi_{1}^{\Xi}(z)=0$, and for $\ell \geq 2, \Phi_{\ell}^{\Xi}(z)=(\ell-1) \ell^{\ell-2} \varphi_{\ell, \ell-1}^{\Xi}(z)$. Further,

$$
\begin{equation*}
\Phi_{\ell}^{\Xi}(z)=\ell^{\ell-2} \mathbb{E} \sum_{i=1}^{\ell-1} z^{d_{i}^{\bar{\xi}}\left(\mathcal{T}_{\ell, \ell-1}^{\prime}\right)}=\ell^{\ell-2} \mathbb{E} \sum_{k=0}^{\infty} n_{k}^{\Xi}\left(\mathcal{T}_{\ell, \ell-1}^{\prime}\right) z^{k} \tag{5.3}
\end{equation*}
$$

Hence, by (5.1), the definition of $\mathcal{T}_{\alpha}$ and (3.4),

$$
\begin{align*}
\psi_{\alpha}^{\Xi}(z) & =\frac{1-\alpha}{\alpha} \sum_{k=0}^{\infty} z^{k} \mathbb{E} n_{k}^{\Xi}\left(\mathcal{T}_{\alpha}\right)=\frac{1-\alpha}{\alpha} \sum_{\ell=1}^{\infty} \mathbb{P}\left(B_{\alpha}=\ell\right) \ell^{-(\ell-2)} \Phi_{\ell}^{\Xi}(z) \\
& =(1-\alpha) \sum_{\ell=2}^{\infty} \frac{\alpha^{\ell-2} e^{-\ell \alpha}}{(\ell-1)!} \Phi_{\ell}^{\Xi}(z)  \tag{5.4a}\\
& =(1-\alpha) \sum_{\ell=2}^{\infty} \frac{(\ell \alpha)^{\ell-2} e^{-\ell \alpha}}{(\ell-2)!} \varphi_{\ell, \ell-1}^{\Xi}(z) \\
& =(1-\alpha) \sum_{i=0}^{\infty} \frac{((i+2) \alpha)^{i} e^{-(i+2) \alpha}}{i!} \varphi_{i+2, i+1}^{\Xi}(z) . \tag{5.4b}
\end{align*}
$$

In terms of the transforms defined in Poblete, Viola and Munro [23], (5.4b) shows that $\psi_{\alpha}^{\Xi}(z)$ is the diagonal Poisson transform $\mathcal{D}_{2}\left[\varphi_{n+2, n+1}^{\Xi} ; \alpha\right]$.

Before proceeding, we note that (5.4b) also shows that $\psi_{\alpha}^{\Xi}(z)$ is an analytic function of $\alpha$ too (in a suitable domain).

Fix $z$ and let $f_{m, n-1}:=\varphi_{m, n}^{\Xi}(z), 0 \leq n<m$. (Thus $f_{m, n}$ refers to a hash table of size $m$ with $n+1$ items; we follow here the notation in [23].) This is the expectation of a random variable that depends on a randomly chosen item and the block it belongs to. Poblete, Viola and Munro [23, §4.1] show that for such quantities $f_{m, n}$, it is easy to express $f_{m, n}(n<m-1)$ in terms of the values for almost full tables $f_{i+2, i}$, see [23, (28)].

Using this formula [23, (28)] as a definition of $f_{m, n}$ for $n \geq m-1$ too, it is further shown in $[23,(29)]$ that the diagonal Poisson transform $\mathcal{D}_{2}\left[f_{n+2, n} ; x\right]$ equals the Poisson transform $\mathcal{P}_{m}\left[f_{m, n} ; x\right]$, which is defined as $\mathbb{E} f_{m, N}$ where $N \in \operatorname{Po}(m x)$. (In particular, the latter transform is independent of $m$.) This leads to the following result.
Theorem 5.2. For every $m \geq 1$ and $\Xi \in\{\mathrm{FC}, \mathrm{LC}, \mathrm{RH}\}, \varphi_{m, n}^{\Xi}$ can be defined for $n>m$ too such that for $0 \leq \alpha<1$

$$
\begin{equation*}
\psi_{\alpha}^{\Xi}(z)=\mathcal{P}_{m}\left[\varphi_{m, n+1}^{\Xi}(z) ; \alpha\right]=e^{-m \alpha} \sum_{n=0}^{\infty} \frac{(m \alpha)^{n}}{n!} \varphi_{m, n+1}^{\Xi}(z) \tag{5.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\varphi_{m, n}^{\Xi}(z)=\frac{(n-1)!}{m^{n-1}}\left[\alpha^{n-1}\right]\left(e^{m \alpha} \psi_{\alpha}^{\Xi}(z)\right)=\sum_{k=0}^{n-1} \frac{(n-1)^{\underline{k}}}{m^{k}}\left[\alpha^{k}\right] \psi_{\alpha}^{\Xi}(z) . \tag{5.6}
\end{equation*}
$$

Note that the functions $\varphi_{m, n}^{\Xi}$ that appear here only have a formal meaning when $n>m$. At least, we do not know any probabilistic interpretation of them in this case, and they are not always probability generating functions. (For example, it follows easily from Theorem 5.2 and Theorem 8.1 below that $\varphi_{1,3}^{\mathrm{RH}}(z)=\frac{1}{3} z^{2}+\frac{4}{3} z-\frac{2}{3}$.) It would be interesting to find such an interpretation, and a probabilistic proof of Theorem 5.2.
Proof. We have already shown (5.5), with $\varphi_{m, n}^{\Xi}(z)=f_{m, n-1}$ given by [23, (28)] for $n \geq m$.

To invert the Poisson transform, we multiply (5.5) by $e^{m \alpha}$ and extract the coefficient of $\alpha^{n}$, which yields

$$
\begin{aligned}
\varphi_{m, n+1}^{\Xi}(z) & =\frac{n!}{m^{n}}\left[\alpha^{n}\right]\left(e^{m \alpha} \psi_{\alpha}^{\Xi}(z)\right)=\frac{n!}{m^{n}} \sum_{k=0}^{n} \frac{m^{n-k}}{(n-k)!}\left[\alpha^{k}\right] \psi_{\alpha}^{\Xi}(z) \\
& =\sum_{k=0}^{n} \frac{n^{\underline{k}}}{m^{k}}\left[\alpha^{k}\right] \psi_{\alpha}^{\Xi}(z) .
\end{aligned}
$$

One subtle problem remains: The argument in [23] leading to [23, (28)] uses confined hash tables, and is thus restricted to $f_{m, n}$ for $n+1<m$. Hence, the $\varphi_{m, n}^{\Xi}(z)$ that appears in (5.5) and (5.6) is indeed given by (5.2) for $n<m$, but it remains to show that this is true for $n=m$ too. In order to see this, fix $z$
and $n$, and note that the right hand side of (5.6) is a polynomial in $1 / m$. We claim that the same is true for $\varphi_{m, n}^{\Xi}$ for all $m \geq n$; since the equality is verified for $m>n$, it then holds for $m=n$ too, and the theorem is completely proved.

To verify the claim, define a graph on the set $\{1, \ldots, n\}$ where $i$ and $j$ are joined by an edge if items $i$ and $j$ conflict over the same cell sometime during the construction of the hash table (using the policy $\Xi$ ), and call the components of this graph strict blocks. It is easily seen that any partition of $\{1, \ldots, n\}$ into strict blocks together with some given internal structure in the strict blocks has a probability that is a polynomial in $1 / m$ for $m \geq n$, and the result follows.

We can take derivatives at $z=1$ in Theorem 5.2 to obtain the corresponding result for fractional moments, and then take suitable linear combinations to obtain the moments. Similarly, taking derivatives at $z=0$ we obtain results for the point probabilities. Alternatively, we can argue as above using moments or probabilities for $f_{m, n}$. We thus obtain the following result.

Corollary 5.3. Let $m \geq 1$ and $\Xi \in\{\mathrm{FC}, \mathrm{LC}, \mathrm{RH}\}$. Then, for every $r \geq 0$,

$$
\mathbb{E}\left(D_{\alpha}^{\Xi}\right)^{r}=\mathcal{P}_{m}\left[\mathbb{E}\left(d^{\Xi}\left(\mathcal{T}_{m, n+1}\right)\right)^{r} ; \alpha\right]=e^{-m \alpha} \sum_{n=0}^{\infty} \frac{(m \alpha)^{n}}{n!} \mathbb{E}\left(d^{\Xi}\left(\mathcal{T}_{m, n+1}\right)\right)^{r}
$$

and, for $k \geq 0$,
$\mathbb{P}\left(D_{\alpha}^{\Xi}=k\right)=\mathcal{P}_{m}\left[\mathbb{P}\left(d^{\Xi}\left(\mathcal{T}_{m, n+1}\right)=k\right) ; \alpha\right]=e^{-m \alpha} \sum_{n=0}^{\infty} \frac{(m \alpha)^{n}}{n!} \mathbb{P}\left(d^{\Xi}\left(\mathcal{T}_{m, n+1}\right)=k\right)$
where $\mathbb{E}\left(d^{\Xi}\left(\mathcal{T}_{m, n+1}\right)\right)^{r}$ and $\mathbb{P}\left(d^{\Xi}\left(\mathcal{T}_{m, n+1}\right)=k\right)$ only have a formal meaning for $n+1>m$. Conversely, for $1 \leq n \leq m$,

$$
\begin{aligned}
\mathbb{E}\left(d^{\Xi}\left(\mathcal{T}_{m, n}\right)\right)^{r} & =\frac{(n-1)!}{m^{n-1}}\left[\alpha^{n-1}\right]\left(e^{m \alpha} \mathbb{E}\left(D_{\alpha}^{\Xi}\right)^{r}\right)=\sum_{i=0}^{n-1} \frac{(n-1)^{\underline{i}}}{m^{i}}\left[\alpha^{i}\right] \mathbb{E}\left(D_{\alpha}^{\Xi}\right)^{r} \\
\mathbb{P}\left(d^{\Xi}\left(\mathcal{T}_{m, n}\right)=k\right) & =\frac{(n-1)!}{m^{n-1}}\left[\alpha^{n-1}\right]\left(e^{m \alpha} \mathbb{P}\left(D_{\alpha}^{\Xi}=k\right)\right) \\
& =\sum_{i=0}^{n-1} \frac{(n-1)^{i}}{m^{i}}\left[\alpha^{i}\right] \mathbb{P}\left(D_{\alpha}^{\Xi}=k\right)
\end{aligned}
$$

An important example is provided by the transform $(1-\alpha)^{-r-1}$, which has the inverse Poisson transform

$$
\frac{n!}{m^{n}}\left[\alpha^{n}\right]\left(e^{m \alpha}(1-\alpha)^{-r-1}\right)=\frac{n!}{m^{n}} \sum_{k=0}^{n} \frac{m^{n-k}}{(n-k)!}\binom{r+k}{k}=Q_{r}(m, n),
$$

the $Q$ function defined in [15, Theorem 6.4.K]. Here $r$ may be any real number. Note, in particular, that $Q_{-1}(m, n)=1$ and $Q_{-2}(m, n)=1-n / m$.

Consequently, we have an explicit formula, covering several cases below. (We use the simple, well-known, identity $[16,(5.8)]$ for $Q_{r}(m, n-1)$.)

Corollary 5.4. Let $r \geq 1$ and $\Xi \in\{\mathrm{FC}, \mathrm{LC}, \mathrm{RH}\}$, and suppose that

$$
\mathbb{E}\left(D_{\alpha}^{\Xi}\right)^{r}=\sum_{j \in J} c_{j}(1-\alpha)^{-j}, \quad 0<\alpha<1
$$

for some finite set $J \subset \mathbb{Z}$ and numbers $c_{j}$. Then, for $1 \leq n \leq m$,

$$
\begin{aligned}
\mathbb{E}\left(d^{\Xi}\left(\mathcal{T}_{m, n}\right)\right)^{r} & =\sum_{j \in J} c_{j} Q_{j-1}(m, n-1) \\
& =\frac{m}{n} \sum_{j \in J} c_{j}\left(Q_{j-1}(m, n)-Q_{j-2}(m, n)\right) .
\end{aligned}
$$

Of course, the converse of this corollary is immediate.

## 6. The limit distribution for unsuccessful searches

By Theorem 4.5 and (3.4),

$$
\begin{equation*}
p_{\alpha}^{U}(k)=(1-\alpha) \mathbb{P}\left(B_{\alpha}>k\right)=(1-\alpha)\left(1-\sum_{l=1}^{k} \frac{l^{l-1}}{l!} \alpha^{l-1} e^{-l \alpha}\right) \tag{6.1}
\end{equation*}
$$

In particular, $p_{\alpha}^{\mathrm{U}}(0)=1-\alpha, p_{\alpha}^{\mathrm{U}}(1)=(1-\alpha)\left(1-e^{-\alpha}\right)$ and $p_{\alpha}^{\cup}(2)=(1-\alpha)\left(1-e^{-\alpha}-\alpha e^{-2 \alpha}\right)$.

We have the following further results.
Theorem 6.1. The probability generating function of $D_{\alpha}^{\mathrm{U}}$ is

$$
\psi_{\alpha}^{\mathrm{U}}(z):=\mathbb{E} z^{D_{\alpha}^{U}}=\sum_{k=0}^{\infty} z^{k} p_{\alpha}^{U}(k)=\frac{1-\alpha}{\alpha} \cdot \frac{T\left(\alpha e^{-\alpha}\right)-T\left(\alpha e^{-\alpha} z\right)}{1-z}
$$

The first moments are given by

$$
\begin{aligned}
\mathbb{E} D_{\alpha}^{U} & =\frac{2 \alpha-\alpha^{2}}{2(1-\alpha)^{2}}=\frac{1}{2}(1-\alpha)^{-2}-\frac{1}{2} \\
\mathbb{E}\left(D_{\alpha}^{U}\right)^{2} & =\frac{6 \alpha+3 \alpha^{2}-4 \alpha^{3}+\alpha^{4}}{6(1-\alpha)^{4}}=(1-\alpha)^{-4}-\frac{2}{3}(1-\alpha)^{-3}-\frac{1}{2}(1-\alpha)^{-2}+\frac{1}{6}, \\
\operatorname{Var}\left(D_{\alpha}^{U}\right) & =\frac{12 \alpha-6 \alpha^{2}+4 \alpha^{3}-\alpha^{4}}{12(1-\alpha)^{4}}=\frac{3}{4}(1-\alpha)^{-4}-\frac{2}{3}(1-\alpha)^{-3}-\frac{1}{12} .
\end{aligned}
$$

Proof. By Theorem 4.5 and (3.4), or Theorem 4.7 with $f(k)=z^{k}$ (for $|z| \leq 1$ ), together with (3.5),

$$
\begin{aligned}
\psi_{\alpha}^{U}(z) & =\sum_{k=0}^{\infty} z^{k} p_{\alpha}^{U}(k)=\sum_{k=0}^{\infty} z^{k}(1-\alpha) \mathbb{P}\left(B_{\alpha}>k\right)=(1-\alpha) \mathbb{E} \sum_{k=0}^{B_{\alpha}-1} z^{k} \\
& =(1-\alpha) \mathbb{E} \frac{1-z^{B_{\alpha}}}{1-z}=(1-\alpha) \frac{1-T\left(\alpha e^{-\alpha} z\right) / \alpha}{1-z}
\end{aligned}
$$

The moments are computed by calculating the derivatives of $\psi_{\alpha}^{\mathrm{U}}(z)$ at $z=1$. (A computer algebra program is helpful.)

To obtain exact formulas for moments of $d^{U}\left(\mathcal{T}_{m, n}\right)$, we cannot directly apply the results of Section 5, since $d^{\mathrm{U}}$ is defined by taking a random new hash address rather than a random item. We circumvent this by defining $d^{u}(\mathcal{T})$ to be $d^{U}(\mathcal{T})$ conditioned on being nonzero; this equals the remaining length of the current block at a random item, and the arguments above apply. The limit random variable is $D_{\alpha}^{\mathrm{u}}$, defined as $D_{\alpha}^{\mathrm{U}}$ conditioned on being nonzero. We have, using Theorem 6.1 and $\mathbb{P}\left(D_{\alpha}^{U}>0\right)=1-p_{\alpha}^{U}(0)=\alpha$,

$$
\begin{equation*}
\mathbb{E} D_{\alpha}^{\mathrm{u}}=\alpha^{-1} \mathbb{E} D_{\alpha}^{\mathrm{U}}=\frac{2-\alpha}{2(1-\alpha)^{2}}=\frac{1}{2}(1-\alpha)^{-2}+\frac{1}{2}(1-\alpha)^{-1} \tag{6.2}
\end{equation*}
$$

and Corollary 5.4 yields, since $\mathbb{P}\left(d^{\cup}\left(\mathcal{T}_{m, n}\right)>0\right)=n / m$,

$$
\begin{aligned}
\mathbb{E} d^{\mathrm{U}}\left(\mathcal{T}_{m, n}\right) & =\frac{n}{m} \mathbb{E} d^{\mathrm{u}}\left(\mathcal{T}_{m, n}\right) \\
& =\frac{1}{2}\left(Q_{1}(m, n)-Q_{0}(m, n)\right)+\frac{1}{2}\left(Q_{0}(m, n)-Q_{-1}(m, n)\right) \\
& =\frac{1}{2} Q_{1}(m, n)-\frac{1}{2}
\end{aligned}
$$

in accordance with [14], [15, Theorem 6.4.K] (where $d^{U}+1$ is studied). Similarly,

$$
\begin{align*}
\mathbb{E}\left(D_{\alpha}^{\mathrm{u}}\right)^{2} & =\alpha^{-1} \mathbb{E}\left(D_{\alpha}^{\mathrm{U}}\right)^{2}=\frac{6+3 \alpha-4 \alpha^{2}+\alpha^{3}}{6(1-\alpha)^{4}}  \tag{6.3}\\
& =(1-\alpha)^{-4}+\frac{1}{3}(1-\alpha)^{-3}-\frac{1}{6}(1-\alpha)^{-2}-\frac{1}{6}(1-\alpha)^{-1}
\end{align*}
$$

and Corollary 5.4 yields

$$
\begin{aligned}
\mathbb{E}\left(d^{\mathrm{U}}\left(\mathcal{T}_{m, n}\right)\right)^{2} & =\frac{n}{m} \mathbb{E}\left(d^{\mathrm{u}}\left(\mathcal{T}_{m, n}\right)\right)^{2} \\
& =Q_{3}(m, n)-\frac{2}{3} Q_{2}(m, n)-\frac{1}{2} Q_{1}(m, n)+\frac{1}{6}
\end{aligned}
$$

in accordance with the formula for $\mathbb{E}\left(d^{\mathrm{U}}\left(\mathcal{T}_{m, n}\right)+1\right)^{2}$ in [15, Answer 6.4-28].
We finally observe from Theorem 6.1 that the radius of convergence $r^{\mathrm{U}}(\alpha)$ of $\psi_{\alpha}^{\mathrm{U}}(z)$ equals $\left(\alpha e^{1-\alpha}\right)^{-1}$, which is the radius of convergence for $\mathbb{E} z^{B_{\alpha}}$ too.

## 7. The limit distribution for FC

Theorem 7.1. The distribution of $D_{\alpha}^{\mathrm{FC}}, 0<\alpha<1$, is given by

$$
\begin{equation*}
p_{\alpha}^{\mathrm{FC}}(k)=\mathbb{P}\left(D_{\alpha}^{\mathrm{FC}}=k\right)=\frac{1}{\alpha} \int_{0}^{\alpha} p_{x}^{\mathrm{U}}(k) d x=1-\frac{\alpha}{2}-\sum_{l=1}^{k} \frac{l^{l-2}}{l!} \alpha^{l-1} e^{-l \alpha} \tag{7.1}
\end{equation*}
$$

The probability generating function is

$$
\begin{equation*}
\psi_{\alpha}^{\mathrm{FC}}(z):=\mathbb{E} z^{D_{\alpha}^{\mathrm{FC}}}=\sum_{k=0}^{\infty} z^{k} p_{\alpha}^{\mathrm{FC}}(k)=\frac{\left(1-T\left(z \alpha e^{-\alpha}\right)\right)^{2}-(1-\alpha)^{2}}{2 \alpha(1-z)} \tag{7.2}
\end{equation*}
$$

The first moments are

$$
\begin{align*}
\mathbb{E} D_{\alpha}^{\mathrm{FC}} & =\frac{\alpha}{2(1-\alpha)}=\frac{1}{2}(1-\alpha)^{-1}-\frac{1}{2},  \tag{7.3}\\
\mathbb{E}\left(D_{\alpha}^{\mathrm{FC}}\right)^{2} & =\frac{3 \alpha-\alpha^{3}}{6(1-\alpha)^{3}}=\frac{1}{3}(1-\alpha)^{-3}-\frac{1}{2}(1-\alpha)^{-1}+\frac{1}{6},  \tag{7.4}\\
\operatorname{Var}\left(D_{\alpha}^{\mathrm{FC}}\right) & =\frac{6 \alpha-3 \alpha^{2}+\alpha^{3}}{12(1-\alpha)^{3}}=\frac{1}{3}(1-\alpha)^{-3}-\frac{1}{4}(1-\alpha)^{-2}-\frac{1}{12} . \tag{7.5}
\end{align*}
$$

Proof. In a random hash table $\mathcal{T}_{m, n}$ using the FC rule, the insertion of $i$ :th item can be regarded as an unsuccessful search in the table $\mathcal{T}_{m, i-1}$ constructed so far; hence

$$
\begin{equation*}
d_{i}^{\mathrm{FC}}\left(\mathcal{T}_{m, n}\right) \stackrel{\mathrm{d}}{=} d^{\mathrm{U}}\left(\mathcal{T}_{m, i-1}\right), \quad 1 \leq i \leq n \tag{7.6}
\end{equation*}
$$

and

$$
\mathbb{E} n_{k}^{\mathrm{FC}}\left(\mathcal{T}_{m, n}\right)=\sum_{i=1}^{n} \mathbb{P}\left(d_{i}^{\mathrm{FC}}\left(\mathcal{T}_{m, n}\right)=k\right)=\sum_{i=1}^{n} \mathbb{P}\left(d^{\mathrm{U}}\left(\mathcal{T}_{m, i-1}\right)=k\right)
$$

Consequently, using Corollary 4.6 and dominated convergence,

$$
\begin{aligned}
\frac{1}{n} \mathbb{E} n_{k}^{\mathrm{FC}}\left(\mathcal{T}_{m, n}\right) & =\frac{1}{n} \sum_{i=0}^{n-1} \mathbb{P}\left(d^{\mathrm{U}}\left(\mathcal{T}_{m, i}\right)=k\right)=\frac{m}{n} \int_{0}^{n / m} \mathbb{P}\left(d^{\mathrm{U}}\left(\mathcal{T}_{m,\lfloor m x\rfloor}\right)=k\right) d x \\
& \rightarrow \frac{1}{\alpha} \int_{0}^{\alpha} \mathbb{P}\left(D_{x}^{\mathrm{U}}=k\right) d x=\frac{1}{\alpha} \int_{0}^{\alpha} p_{x}^{\mathrm{U}}(k) d x
\end{aligned}
$$

which by Theorem 4.1 yields $p_{\alpha}^{\mathrm{FC}}(k)=\frac{1}{\alpha} \int_{0}^{\alpha} p_{x}^{\mathrm{U}}(k) d x$, which is the first part of (7.1). The final equality in (7.1) is verified, using (6.1), by multiplying the last expression by $\alpha$ and differentiating.

As a consequence of (7.1) and (3.2),

$$
\begin{aligned}
\psi_{\alpha}^{\mathrm{FC}}(z) & =\sum_{k=0}^{\infty} z^{k} p_{\alpha}^{\mathrm{FC}}(k)=\sum_{k=0}^{\infty} z^{k}\left(1-\frac{\alpha}{2}\right)-\sum_{1 \leq l \leq k<\infty} z^{k} \frac{l^{l-2}}{l!} \alpha^{l-1} e^{-l \alpha} \\
& =\frac{1-\alpha / 2}{1-z}-\frac{1}{1-z} \sum_{l=1}^{\infty} z^{l} \frac{l^{l-2}}{l!} \alpha^{l-1} e^{-l \alpha} \\
& =\frac{1-\alpha / 2}{1-z}-\frac{T\left(z \alpha e^{-\alpha}\right)-\frac{1}{2} T\left(z \alpha e^{-\alpha}\right)^{2}}{(1-z) \alpha}
\end{aligned}
$$

which can be rewritten as (7.2). The moments are obtained by differentiation.

For example, $p_{\alpha}^{\mathrm{FC}}(0)=1-\frac{1}{2} \alpha, p_{\alpha}^{\mathrm{FC}}(1)=1-\frac{1}{2} \alpha-e^{-\alpha}, p_{\alpha}^{\mathrm{FC}}(2)=1-\frac{1}{2} \alpha-$ $e^{-\alpha}-\frac{1}{2} \alpha e^{-2 \alpha}$.

From (7.3) and Corollary 5.4 we obtain the well-known formula [14], [15, Theorem 6.4.K]

$$
\mathbb{E} d^{\mathrm{FC}}\left(\mathcal{T}_{m, n}\right)=\frac{1}{2} Q_{0}(m, n-1)-\frac{1}{2} .
$$

Similarly, (7.4) and Corollary 5.4 yields

$$
\mathbb{E}\left(d^{\mathrm{FC}}\left(\mathcal{T}_{m, n}\right)\right)^{2}=\frac{m}{n} \frac{2 Q_{2}(m, n)-2 Q_{1}(m, n)-3 Q_{0}(m, n)+3}{6}+\frac{1}{6},
$$

in accordance with [15, Answer 6.4-67].
It can be seen from the form of $\psi_{\alpha}^{\mathrm{FC}}$ in (7.2) and (3.3) that every integer moment $\mathbb{E}\left(D_{\alpha}^{\mathrm{FC}}\right)^{r}$ is a polynomial in $1 /(1-\alpha)$, and thus Corollary 5.4 shows that every moment of $d^{\mathrm{FC}}\left(\mathcal{T}_{m, n}\right)$ can be expressed in $Q$ functions. We leave it to the reader as an exercise to find explicit formulas for, say, the third and fourth moments.

Similarly, we can obtain an exact formula for the distribution of $d^{\mathrm{FC}}\left(\mathcal{T}_{m, n}\right)$.

## Theorem 7.2.

$$
\mathbb{P}\left(d^{\mathrm{FC}}\left(\mathcal{T}_{m, n}\right)=k\right)=1-\frac{n-1}{2 m}-\sum_{l=1}^{k} \frac{l^{l-2}(n-1)^{l-1}(m-l)^{n-l}}{l!m^{n-1}} .
$$

Proof. By Corollary 5.3 and (7.1), the probability equals

$$
\frac{(n-1)!}{m^{n-1}}\left[\alpha^{n-1}\right]\left(e^{m \alpha}-\frac{\alpha}{2} e^{m \alpha}-\sum_{l=1}^{k} \frac{l^{l-2}}{l!} \alpha^{l-1} e^{(m-l) \alpha}\right)
$$

and the result follows.
We finally observe from Theorem 7.1 that the radius of convergence $r^{\mathrm{FC}}(\alpha)$ of $\psi_{\alpha}^{\mathrm{FC}}(z)$ equals $r^{\mathrm{U}}(\alpha)=\left(\alpha e^{1-\alpha}\right)^{-1}$. Hence, $p_{\alpha}^{\mathrm{FC}}(k)$ decrease geometrically roughly as $r^{\mathrm{FC}}(\alpha)^{-k}$ as $k \rightarrow \infty$. More precisely, we have the following asymptotics.

Theorem 7.3. Let $0<\alpha<1$ be fixed. Then, as $k \rightarrow \infty$,

$$
p_{\alpha}^{\mathrm{FC}}(k) \sim \frac{1}{\sqrt{2 \pi}\left(e^{\alpha-1}-\alpha\right)} k^{-5 / 2}\left(\alpha e^{1-\alpha}\right)^{k} .
$$

Proof. A simple consequence of (7.1) and Stirling's formula. We omit the details.

## 8. The limit distribution for RH

For Robin Hood hashing, we have the following explicit formula for the generating function of the limit distribution in the sparse case.

Theorem 8.1. The probability generating function of $D_{\alpha}^{\mathrm{RH}}, 0<\alpha<1$, is

$$
\psi_{\alpha}^{\mathrm{RH}}(z):=\mathbb{E} z^{D_{\alpha}^{\mathrm{RH}}}=\sum_{k=0}^{\infty} z^{k} p_{\alpha}^{\mathrm{RH}}(k)=\frac{1-\alpha}{\alpha} \cdot \frac{e^{\alpha(1-z)}-1}{1-z e^{\alpha(1-z)}}=\frac{1-\alpha}{\alpha} \cdot \frac{e^{\alpha z}-e^{\alpha}}{z e^{\alpha}-e^{\alpha z}} .
$$

The first moments are

$$
\begin{align*}
\mathbb{E} D_{\alpha}^{\mathrm{RH}} & =\frac{\alpha}{2(1-\alpha)}=\frac{1}{2}(1-\alpha)^{-1}-\frac{1}{2},  \tag{8.1}\\
\mathbb{E}\left(D_{\alpha}^{\mathrm{RH}}\right)^{2} & =\frac{3 \alpha-\alpha^{2}+\alpha^{3}}{6(1-\alpha)^{2}}=\frac{1}{2}(1-\alpha)^{-2}-\frac{2}{3}(1-\alpha)^{-1}+\frac{1}{6}+\frac{1}{6} \alpha,  \tag{8.2}\\
\operatorname{Var}\left(D_{\alpha}^{\mathrm{RH}}\right) & =\frac{6 \alpha-5 \alpha^{2}+2 \alpha^{3}}{12(1-\alpha)^{2}}=\frac{1}{4}(1-\alpha)^{-2}-\frac{1}{6}(1-\alpha)^{-1}-\frac{1}{12}+\frac{1}{6} \alpha . \tag{8.3}
\end{align*}
$$

Remark 8.2. The probabilities $p_{\alpha}^{\mathrm{RH}}$ can be obtained from the generating function $\psi_{\alpha}^{\mathrm{RH}}$. For example,

$$
\begin{align*}
& p_{\alpha}^{\mathrm{RH}}(0)=(1-\alpha) \frac{e^{\alpha}-1}{\alpha}  \tag{8.4}\\
& p_{\alpha}^{\mathrm{RH}}(1)=(1-\alpha) e^{\alpha} \frac{e^{\alpha}-1-\alpha}{\alpha} \tag{8.5}
\end{align*}
$$

Moreover, as pointed out by the referee, there is a connection with Eulerian numbers [15, Section 5.1.3], [8, Section 6.2]. Indeed, from the formula above for $\psi_{\alpha}^{\mathrm{RH}}(z)$ and $[8,(7.60)]$ or [15, 5.1.3-(20)] follows easily

$$
p_{\alpha}^{\mathrm{RH}}(k)=\sum_{l=1}^{\infty}(1-\alpha) \alpha^{l-1}\left\langle\begin{array}{l}
l \\
k
\end{array}\right\rangle / l!.
$$

This shows the curious fact that $D_{\alpha}^{\mathrm{RH}}$ has the same distribution as the number of descents in a random permutation of random length $L$, where $L$ has the geometric distribution $\mathbb{P}(L=l)=(1-\alpha) \alpha^{l-1}, l \geq 1$.
Proof. Let $F(z)$ be the generating function $\sum_{k=0}^{\infty} \mathbb{E} n_{k}^{\mathrm{RH}}\left(\mathcal{T}_{\alpha}\right) z^{k}$; thus $\psi_{\alpha}^{\mathrm{RH}}(z)=$ $((1-\alpha) / \alpha) F(z)$ by Theorem 4.1. By Lemmas 2.1 and 3.4,

$$
F(z)=\mathbb{E} \sum_{i=1}^{\tau-1} z^{d_{i}^{\mathrm{RH}}}=\mathbb{E} \sum_{j=1}^{\tau-1} z^{H_{j}-1}=\mathbb{E} \sum_{j=1}^{\tau-1} z^{S_{j}},
$$

where $S_{j}$ and $\tau$ are as in Section 3.
Recall that the random walk $S_{j}$ starts with $S_{0}=0$ and ends with $S_{\tau}=-1$. We also consider the shifted random walk $S_{j}+r$, starting with $r \geq 0$, which we run until it hits 0 , i.e. until $\tau_{r}:=\min \left\{j \geq 0: S_{j}=-r\right\}$. We define

$$
G_{r}(z):=\mathbb{E} \sum_{j=1}^{\tau_{r}} z^{S_{j}+r},
$$

and note that $G_{0}(z)=0$ and $G_{1}(z)=z F(z)+1$.
If $r \geq 1$, then $\tau=\tau_{1}$ is the time the shifted random walk first hits $r-1$, and $S_{\tau}+r, S_{\tau+1}+r, \ldots, S_{\tau_{r}}+r$ is a random walk starting at $r-1$ and stopped when it hits 0 , i.e. a copy of $S_{0}+(r-1), \ldots, S_{\tau_{r-1}}+(r-1)$. Hence,

$$
G_{r}(z)=\mathbb{E} \sum_{j=1}^{\tau} z^{S_{j}+r}+\mathbb{E} \sum_{j=\tau+1}^{\tau_{r}} z^{S_{j}+r}=z^{r-1} G_{1}(z)+G_{r-1}(z)
$$

and thus

$$
G_{r}(z)=\left(z^{r-1}+\cdots+1\right) G_{1}(z)=\frac{1-z^{r}}{1-z} G_{1}(z), \quad r \geq 0
$$

Moreover, taking $r=1$, we start at $S_{0}+1=1$ and the next element is $S_{1}+1=\xi_{1} \in \operatorname{Po}(\alpha)$, so the remainder of the random walk is a random walk started at $\xi_{1}$. Conditioning on $\xi_{1}$, we thus find

$$
\begin{aligned}
G_{1}(z) & =\sum_{r=0}^{\infty} \mathbb{P}\left(\xi_{1}=r\right)\left(z^{r}+G_{r}(z)\right)=\sum_{r=0}^{\infty} \mathbb{P}\left(\xi_{1}=r\right)\left(z^{r}+\frac{1-z^{r}}{1-z} G_{1}(z)\right) \\
& =\sum_{r=0}^{\infty} \mathbb{P}\left(\xi_{1}=r\right) z^{r}\left(1-\frac{1}{1-z} G_{1}(z)\right)+\frac{1}{1-z} G_{1}(z) \\
& =e^{\alpha z-\alpha}\left(1-\frac{1}{1-z} G_{1}(z)\right)+\frac{1}{1-z} G_{1}(z)
\end{aligned}
$$

with the solution

$$
G_{1}(z)=\frac{1-z}{1-z e^{\alpha(1-z)}}
$$

Hence,

$$
F(z)=\frac{G_{1}(z)-1}{z}=\frac{e^{\alpha(1-z)}-1}{1-z e^{\alpha(1-z)}}
$$

The formula for $\psi_{\alpha}^{\mathrm{RH}}$ follows, and the moments are obtained by differentiations at $z=1$.

Note that $\mathbb{E} D_{\alpha}^{\mathrm{RH}}=\mathbb{E} D_{\alpha}^{\mathrm{FC}}$, as we already know since the average displacement is the same for any insertion policy. Similarly, $\mathbb{E} d^{\mathrm{RH}}\left(\mathcal{T}_{m, n}\right)=$ $\mathbb{E} d^{\mathrm{FC}}\left(\mathcal{T}_{m, n}\right)=\frac{1}{2} Q_{0}(m, n-1)-\frac{1}{2}$. For the second moment, (8.2) can be written

$$
\mathbb{E}\left(D_{\alpha}^{\mathrm{RH}}\right)^{2}=\frac{1}{2}(1-\alpha)^{-2}-\frac{2}{3}(1-\alpha)^{-1}+\frac{1}{3}-\frac{1}{6}(1-\alpha),
$$

and Corollary 5.4 yields, using $Q_{-2}(m, n)=1-n / m$,

$$
\begin{aligned}
\mathbb{E}\left(d^{\mathrm{RH}}\left(\mathcal{T}_{m, n}\right)\right)^{2} & =\frac{1}{2} Q_{1}(m, n-1)-\frac{2}{3} Q_{0}(m, n-1)+\frac{1}{6}+\frac{n-1}{6 m} \\
& =\frac{m}{n} \frac{3 Q_{1}(m, n)-7 Q_{0}(m, n)+4}{6}+\frac{1}{6}+\frac{n-1}{6 m}
\end{aligned}
$$

which easily is shown to be equivalent to the formula in [15, Answer 6.4-67].
It is easily seen that each integer moment of $D_{\alpha}^{\mathrm{RH}}$ is a rational function in $\alpha$, with denominator a power of $1-\alpha$. Hence each integer moment $\mathbb{E}\left(d^{\mathrm{RH}}\left(\mathcal{T}_{m, n}\right)\right)^{r}$ can be expressed in $Q$ functions (allowing negative indices; these terms form a polynomial in $n / m$ and $1 / m$ ).

We can also find exact formulas for point probabilities. For example, by Corollary 5.3 and (8.4),

$$
\begin{aligned}
\mathbb{P}\left(d^{\mathrm{RH}}\left(\mathcal{T}_{m, n}\right)=0\right) & =\frac{(n-1)!}{m^{n-1}}\left[\alpha^{n-1}\right]\left(e^{m \alpha} \frac{1-\alpha}{\alpha}\left(e^{\alpha}-1\right)\right) \\
& =\frac{1}{n}\left((m+1-n)\left(1+\frac{1}{m}\right)^{n-1}-(m-n)\right)
\end{aligned}
$$

By the formula in Theorem 8.1, $\psi_{\alpha}^{\mathrm{RH}}(z)$ is a meromorphic funcion of $z$ in the entire complex plane. The poles are the roots of $z=e^{\alpha(z-1)}$, except $z=1$. Since the Taylor coefficients $p_{\alpha}^{\mathrm{RH}}$ are non-negative, the pole closest to the origin lies on the positive real axis; moreover, it is easily seen that all other poles have strictly larger absolute values. The following theorem follows easily.

Theorem 8.3. Let $0<\alpha<1$. The radius of convergence $r^{\mathrm{RH}}(\alpha)$ of $\psi_{\alpha}^{\mathrm{RH}}(z)$ is the unique root $r>1$ of $r=e^{\alpha(r-1)}$. If $\alpha^{*}>1$ satisfies $\alpha^{*} e^{-\alpha^{*}}=\alpha e^{-\alpha}$, then $r^{\mathrm{RH}}(\alpha)=\alpha^{*} / \alpha$. Moreover, as $k \rightarrow \infty$,

$$
p_{\alpha}^{\mathrm{RH}}(k) \sim \frac{(1-\alpha)\left(\alpha^{*}-\alpha\right)}{\alpha \alpha^{*}\left(\alpha^{*}-1\right)} r^{\mathrm{RH}}(\alpha)^{-k} .
$$

Note that $r^{\mathrm{RH}}(\alpha)>1 / \alpha>r^{\mathrm{FC}}(\alpha)$; another expression of the fact that large deviations are less likely for RH than for FC.

## 9. The limit distribution for LC

The Last Come policy seems to be the most difficult to analyse, and we are not able to give as explicit results as for the other policies. The simplest form of the probability generating function that we have been able to find is the following. It is quite possible that others may simplify the result, but the expression for the variance shows that this case is intrinsically more complicated than the two other policies considered here.

## Theorem 9.1. Define

$$
\begin{aligned}
u(\alpha, \beta, z) & :=\frac{1}{z+(1-z) e^{\alpha-\beta}}=\frac{e^{\beta}}{(1-z)\left(e^{\alpha}-e^{\beta}\right)+e^{\beta}} \\
v(\alpha, \beta, z) & :=u(\alpha, \beta, z) \beta e^{-\beta}=\frac{\beta}{z e^{\beta}+(1-z) e^{\alpha}} \\
w(\alpha, \beta, z) & :=\int_{\beta}^{\alpha} \frac{u(\alpha, \gamma, z)}{1-T(v(\alpha, \gamma, z))} d \gamma .
\end{aligned}
$$

Then, for $0<\alpha<1$,

$$
\begin{align*}
& \psi_{\alpha}^{\mathrm{LC}}(z)=\frac{1-\alpha}{\alpha} \int_{0}^{\alpha} e^{z w(\alpha, \beta, z)} \frac{u(\alpha, \beta, z)}{T(v(\alpha, \beta, z))} \frac{\beta-T(v(\alpha, \beta, z))}{1-u(\alpha, \beta, z)} d \beta \\
& =\frac{1-\alpha}{\alpha} \int_{0}^{\alpha} e^{z w(\alpha, \beta, z)} \frac{v(\alpha, \beta, z)}{T(v(\alpha, \beta, z))} \int_{0}^{1} T^{\prime}\left((1-t+t u(\alpha, \beta, z)) \beta e^{-\beta}\right) d t d \beta \tag{9.1}
\end{align*}
$$

The first moments are

$$
\begin{align*}
\mathbb{E} D_{\alpha}^{\mathrm{LC}} & =\frac{\alpha}{2(1-\alpha)}=\frac{1}{2(1-\alpha)}-\frac{1}{2},  \tag{9.2}\\
\mathbb{E}\left(D_{\alpha}^{\mathrm{LC}}\right)^{2} & =\frac{1}{2(1-\alpha)^{2}}-\frac{1}{6(1-\alpha)}-\frac{e^{\alpha}-1}{3 \alpha}-\frac{e^{\alpha-1}}{6 \alpha}(\operatorname{Ei}(1)-\operatorname{Ei}(1-\alpha))+\frac{1}{6},  \tag{9.3}\\
\operatorname{Var}\left(D_{\alpha}^{\mathrm{LC}}\right) & =\frac{1}{4(1-\alpha)^{2}}+\frac{1}{3(1-\alpha)}-\frac{e^{\alpha}-1}{3 \alpha}-\frac{e^{\alpha-1}}{6 \alpha}(\operatorname{Ei}(1)-\operatorname{Ei}(1-\alpha))-\frac{1}{12} . \tag{9.4}
\end{align*}
$$

Here Ei is the exponential integral function, $\operatorname{Ei}(1)-\operatorname{Ei}(1-\alpha)=\int_{1-\alpha}^{1} \frac{e^{x}}{x} d x$.

Proof. We build heavily on the analysis of the first two moments by Poblete, Viola and Munro [23, 24, 28], who proved (9.3) and (9.4) (in a different form).

We use (5.3) and (5.4a). To keep track of the displacements and obtain formulas for $\Phi_{\ell}^{\mathrm{LC}}(z)$, we keep track also of the positions of the items in their blocks (in the final table). Thus, let $l_{i}(\mathcal{T})$ be the number of items with final position before item $i$ in the same block in the hash table $\mathcal{T}$ with the LC rule, and consider the bivariate generating function $\Phi_{\ell}(z, y)$ equal to the sum of $z^{d_{i}^{\mathrm{C}}(\mathcal{T})} y^{l_{i}(\mathcal{T})}$ over all $\ell^{\ell-2}$ confined almost full hash tables of length $\ell$, and all $i \in\{1, \ldots, \ell-1\}$. Hence, in the notation of (5.3) and (5.4a), $\Phi_{\ell}^{\mathrm{LC}}(z)=\Phi_{\ell}(z, 1)$.

In the notation of [23],

$$
\begin{equation*}
\Phi_{k}(z, y)=\sum_{l+r+2=k} z^{-1} F_{l, r}(z) y^{l} \tag{9.5}
\end{equation*}
$$

(the factor $z^{-1}$ is because [23] studies the number of probes, i.e. $1+$ the displacement); moreover, their $C_{i}(z):=\sum_{l+r=i} F_{l, r}(z)=z \Phi_{i+2}(z, 1)=z \Phi_{i+2}^{\mathrm{LC}}(z)$.

Further, define the trivariate generating function (note that $\Phi_{1}(z, y)=0$ )

$$
\begin{align*}
\Psi(z, y, \lambda) & :=\sum_{i=0}^{\infty} \frac{\lambda^{i}}{i!} \Phi_{i+1}(z, y)=\sum_{i=0}^{\infty} \frac{\lambda^{i+1}}{(i+1)!} \Phi_{i+2}(z, y)  \tag{9.6}\\
& =\sum_{l, r \geq 0} z^{-1} F_{l, r}(z) y^{l} \frac{\lambda^{l+r+1}}{(l+r+1)!} .
\end{align*}
$$

The sums converge at least for $|z| \leq 1,|y| \leq 1,|\lambda|<e^{-1}$, and $\Psi$ is continuous in that domain and analytic in its interior. By (5.4a) and (9.6), we have

$$
\begin{equation*}
\psi_{\alpha}^{\mathrm{LC}}(z)=\frac{1-\alpha}{\alpha} e^{-\alpha} \sum_{\ell=1}^{\infty} \frac{\left(\alpha e^{-\alpha}\right)^{\ell-1}}{(\ell-1)!} \Phi_{\ell}(z, 1)=\frac{1-\alpha}{\alpha} e^{-\alpha} \Psi\left(z, 1, \alpha e^{-\alpha}\right) . \tag{9.7}
\end{equation*}
$$

Poblete, Viola and Munro [23, (70)] give the recursion formula, for all $l, r \geq 0$ with the convention that $F_{l, r}=0$ if $l<0$ or $r<0$,

$$
\begin{aligned}
F_{l, r}(z)= & z \sum_{0 \leq k \leq r}\binom{l+r}{k}(k+1)^{k-1}(l+r-k+1)^{l+r-k-1} \\
& +\sum_{0 \leq k \leq l+r}\binom{l+r}{k}(k+1)^{k-1}\left(F_{l-k-1, r}(z)(k+1)+l z F_{l-1, r-k}(z)\right. \\
& \left.+(r-k) F_{l, r-k-1}(z)\right) .
\end{aligned}
$$

Hence, using (9.6), with $1 / i!=0$ if $i<0$,

$$
\begin{align*}
z \frac{\partial \Psi(z, y, \lambda)}{\partial \lambda}= & \sum_{l, r \geq 0} \frac{\lambda^{l+r}}{(l+r)!} y^{l} F_{l, r}(z) \\
= & z \sum_{\substack{r \geq k \geq 0 \\
l \geq 0}} \frac{\lambda^{l+r} y^{l}}{(l+r-k)!k!}(k+1)^{k-1}(l+r-k+1)^{l+r-k-1} \\
& +\sum_{k, l, r} \frac{\lambda^{l+r} y^{l}}{(l+r-k)!k!}(k+1)^{k} F_{l-k-1, r}(z)  \tag{9.8}\\
& +z \sum_{k, l, r} \frac{\lambda^{l+r} y^{l}}{(l+r-k)!k!}(k+1)^{k-1} l F_{l-1, r-k}(z) \\
& +\sum_{k, l, r} \frac{\lambda^{l+r} y^{l}}{(l+r-k)!k!}(k+1)^{k-1}(r-k) F_{l, r-k-1}(z) \\
= & z S_{I}+S_{I I}+z S_{I I I}+S_{I V} .
\end{align*}
$$

To evaluate the sums $S_{I}, S_{I I}, S_{I I I}, S_{I V}$, we first rewrite (3.1) as

$$
\begin{equation*}
T(z)=\sum_{j=0}^{\infty} \frac{(j+1)^{j} z^{j+1}}{(j+1)!}=\sum_{j=0}^{\infty} \frac{(j+1)^{j-1} z^{j+1}}{j!} \tag{9.9}
\end{equation*}
$$

and further differentiate to obtain, using (3.3),

$$
\begin{equation*}
\sum_{j=0}^{\infty} \frac{(j+1)^{j} z^{j+1}}{j!}=z T^{\prime}(z)=\frac{T(z)}{1-T(z)} \tag{9.10}
\end{equation*}
$$

We now change summation indices, using $j=l+r-k$, and obtain by (9.9)

$$
\begin{aligned}
S_{I} & =\sum_{\substack{j, k, l \\
j \geq l \geq 0}} \frac{\lambda^{j+k} y^{l}}{j!k!}(k+1)^{k-1}(j+1)^{j-1} \\
& =\sum_{j, k \geq 0} \frac{\lambda^{k}}{k!}(k+1)^{k-1} \frac{\lambda^{j}}{j!}(j+1)^{j-1} \frac{1-y^{j+1}}{1-y} \\
& =\frac{1}{1-y} \sum_{k} \frac{\lambda^{k}}{k!}(k+1)^{k-1} \sum_{j} \frac{\lambda^{j+1}-(y \lambda)^{j+1}}{\lambda j!}(j+1)^{j-1} \\
& =\frac{1}{1-y} \frac{T(\lambda)}{\lambda} \frac{T(\lambda)-T(y \lambda)}{\lambda} .
\end{aligned}
$$

Similarly, using also $m=l-k-1$ and (9.10), (9.6),

$$
\begin{aligned}
S_{I I} & =\sum_{j, k, m} \frac{\lambda^{j+k} y^{m+k+1}}{j!k!}(k+1)^{k} F_{m, j-m-1}(z) \\
& =\lambda^{-1} \sum_{k} \frac{(\lambda y)^{k+1}}{k!}(k+1)^{k} \sum_{j, m} \frac{\lambda^{j}}{j!} y^{m} F_{m, j-m-1}(z) \\
& =\lambda^{-1} \frac{T(y \lambda)}{1-T(y \lambda)} z \Psi(z, y, \lambda), \\
S_{I I I} & =\sum_{j, k, l} \frac{\lambda^{j+k} y^{l}}{j!k!}(k+1)^{k-1} l F_{l-1, j-l}(z) \\
& =\frac{T(\lambda)}{\lambda} y \sum_{j, l} \frac{\lambda^{j}}{j!} l y^{l-1} F_{l-1, j-l}(z) \\
& =\frac{T(\lambda)}{\lambda} y \frac{\partial}{\partial y}(z y \Psi(z, y, \lambda)), \\
S_{I V} & =\sum_{j, k, l} \frac{\lambda^{j+k} y^{l}}{j!k!}(k+1)^{k-1}(j-l) F_{l, j-l-1}(z) \\
& =\frac{T(\lambda)}{\lambda}\left(\lambda \frac{\partial}{\partial \lambda}-y \frac{\partial}{\partial y}\right) \sum_{j, l} \frac{\lambda^{j}}{j!} y^{l} F_{l, j-l-1}(z) \\
& =\frac{T(\lambda)}{\lambda}\left(\lambda \frac{\partial}{\partial \lambda}-y \frac{\partial}{\partial y}\right)(z \Psi(z, y, \lambda)) .
\end{aligned}
$$

Summing up, (9.8) yields

$$
\begin{aligned}
\frac{\partial \Psi(z, y, \lambda)}{\partial \lambda}= & \frac{1}{\lambda^{2}(1-y)} T(\lambda)(T(\lambda)-T(y \lambda))+\frac{1}{\lambda} \frac{T(y \lambda)}{1-T(y \lambda)} \Psi(z, y, \lambda) \\
& +\frac{1}{\lambda} T(\lambda) y z \Psi(z, y, \lambda)+\frac{1}{\lambda} T(\lambda) z y^{2} \frac{\partial \Psi(z, y, \lambda)}{\partial y} \\
& +T(\lambda) \frac{\partial \Psi(z, y, \lambda)}{\partial \lambda}-\frac{y}{\lambda} T(\lambda) \frac{\partial \Psi(z, y, \lambda)}{\partial y}
\end{aligned}
$$

which after multiplication by $\lambda$ can be rearranged to

$$
\begin{align*}
\lambda(1-T(\lambda)) & \frac{\partial \Psi(z, y, \lambda)}{\partial \lambda}+T(\lambda) y(1-y z) \frac{\partial \Psi(z, y, \lambda)}{\partial y} \\
& =\left(T(\lambda) y z+\frac{T(y \lambda)}{1-T(y \lambda)}\right) \Psi(z, y, \lambda)+T(\lambda) \frac{T(\lambda)-T(y \lambda)}{\lambda(1-y)} \tag{9.11}
\end{align*}
$$

We simplify a little by the change of variable $\lambda=\alpha e^{-\alpha}$. We then have $\alpha=T(\lambda)$ and $\partial / \partial \alpha=(1-\alpha) e^{-\alpha} \partial / \partial \lambda$. We write $\tilde{\Psi}(z, y, \alpha)=\Psi\left(z, y, \alpha e^{-\alpha}\right)$, noting for later use that this conveniently also appears in (9.7), which can be written

$$
\begin{equation*}
\psi_{\alpha}^{\mathrm{LC}}(z)=\frac{1-\alpha}{\alpha} e^{-\alpha} \tilde{\Psi}(z, 1, \alpha) . \tag{9.12}
\end{equation*}
$$

Returning to (9.11), we obtain after substitution, and division by $\alpha$,

$$
\begin{align*}
\frac{\partial \tilde{\Psi}(z, y, \alpha)}{\partial \alpha} & +y(1-y z) \frac{\partial \tilde{\Psi}(z, y, \alpha)}{\partial y} \\
& =\left(y z+\frac{T\left(y \alpha e^{-\alpha}\right)}{\alpha\left(1-T\left(y \alpha e^{-\alpha}\right)\right)}\right) \tilde{\Psi}(z, y, \alpha)+\frac{\alpha-T\left(y \alpha e^{-\alpha}\right)}{\alpha e^{-\alpha}(1-y)} \tag{9.13}
\end{align*}
$$

valid at least for $|z| \leq 1,|y| \leq 1$ and $0 \leq \alpha<1$. Note that this partial differential equation contains no $\partial / \partial z$; hence we may regard $z$ as a constant. We solve the differential equation in the standard way: The characteristics of (9.13) are given by

$$
\begin{equation*}
\frac{d y}{d \alpha}=y(1-y z) \tag{9.14}
\end{equation*}
$$

or

$$
\frac{d \alpha}{d y}=\frac{1}{y(1-y z)}=\frac{1}{y}+\frac{z}{1-y z}
$$

with the solutions

$$
\alpha-\alpha_{1}=\ln y-\ln (1-y z)+\ln (1-z),
$$

where $\alpha_{1}$ is a constant (the value of $\alpha$ when $y=1$ ), or, equivalently,

$$
\begin{equation*}
y=\frac{1}{z+(1-z) e^{\alpha_{1}-\alpha}}=u\left(\alpha_{1}, \alpha, z\right) . \tag{9.15}
\end{equation*}
$$

Assume that $0 \leq z \leq 1$ and $0 \leq \alpha_{1}<1$ and define $y(\alpha)$ by (9.15). Then (9.13) gives, renaming $\alpha$ to $\beta$,

$$
\begin{equation*}
\frac{d \tilde{\Psi}(z, y(\beta), \beta)}{d \beta}=g(\beta) \tilde{\Psi}(z, y(\beta), \beta)+h(\beta) \tag{9.16}
\end{equation*}
$$

with, where $y=y(\beta)=u\left(\alpha_{1}, \beta, z\right)$,

$$
g(\beta)=y z+\frac{T\left(y \beta e^{-\beta}\right)}{\beta\left(1-T\left(y \beta e^{-\beta}\right)\right)}=y z+\frac{T\left(v\left(\alpha_{1}, \beta, z\right)\right)}{\beta\left(1-T\left(v\left(\alpha_{1}, \beta, z\right)\right)\right)}
$$

and

$$
h(\beta)=\frac{\beta-T\left(y \beta e^{-\beta}\right)}{\beta e^{-\beta}(1-y)}=\int_{0}^{1} T^{\prime}\left((1-t+t y) \beta e^{-\beta}\right) d t .
$$

The solution to (9.16) is, because $\tilde{\Psi}(z, y, 0)=\Psi(z, y, 0)=0$ by (9.6),

$$
\begin{equation*}
\tilde{\Psi}(z, y(\alpha), \alpha)=\int_{0}^{\alpha} e^{G(\alpha)-G(\beta)} h(\beta) d \beta \tag{9.17}
\end{equation*}
$$

where $G^{\prime}=g$. Since, by (9.14),

$$
\frac{d}{d \beta}\left(y(\beta) \beta e^{-\beta}\right)=y(1-y z) \beta e^{-\beta}+y e^{-\beta}-y \beta e^{-\beta}=y(1-y z \beta) e^{-\beta}
$$

we have, using (3.3), with $T=T\left(y \beta e^{-\beta}\right)=T\left(v\left(\alpha_{1}, \beta, z\right)\right)$,

$$
\begin{aligned}
\frac{d}{d \beta} T\left(y(\beta) \beta e^{-\beta}\right) & =\frac{T}{1-T} \frac{y(1-y z \beta) e^{-\beta}}{y \beta e^{-\beta}} \\
& =\frac{T}{1-T}\left(\frac{1}{\beta}-y z\right)=g(\beta)-y z\left(1+\frac{T}{1-T}\right) .
\end{aligned}
$$

Hence, we can choose

$$
G(\beta)=T\left(v\left(\alpha_{1}, \beta, z\right)\right)-z w\left(\alpha_{1}, \beta, z\right)
$$

and (9.17) yields, with $\alpha=\alpha_{1}$ and dropping the subscript,

$$
\tilde{\Psi}(z, 1, \alpha)=\int_{0}^{\alpha} e^{T(v(\alpha, \alpha, z))-T(v(\alpha, \beta, z))+z w(\alpha, \beta, z)} h(\beta) d \beta .
$$

Finally, we use (9.12) and the facts that $T(v(\alpha, \alpha, z))=T\left(\alpha e^{-\alpha}\right)=\alpha$ and $e^{-T(v)}=v / T(v)$. The formula (9.1) follows.

In principle, the moments can be computed by repeated differentiation of (9.1) with respect to $z$ (under the integral signs) and then letting $z=1$, noting that $u(\alpha, \beta, 1)=1, v(\alpha, \beta, 1)=\beta e^{-\beta}$ and $w(\alpha, \beta, 1)=\ln (1-\beta)-\ln (1-\alpha)$. However, the expressions become very complicated. Indeed, even to verify the trivial $\psi_{\alpha}^{\mathrm{LC}}(1)=1$ from (9.1) takes a little effort. We have verified the first moment (9.2) this way, using computer algebra (Maple), but failed to obtain the formulas (9.3), (9.4) for the second moment. (No doubt, a more skillful person would succeed.)

A much shorter proof is to simply refer to the asymptotic formulas in Poblete, Viola and Munro [23], in particular [23, Theorem 28], together with Corollary 4.9.

We will, however, give a third proof, which is closely related to the proof in [23] but formulated using the functions and equations used above; we hope that this may illuminate the arguments used in [23] and their connection to the present paper.

As a warm-up, we begin with the mean (9.2), although we already know the result because $\mathbb{E} D_{\alpha}^{\mathrm{LC}}=\mathbb{E} D_{\alpha}^{\mathrm{FC}}=\mathbb{E} D_{\alpha}^{\mathrm{RH}}$. We let $\mathrm{D}_{\alpha}, \mathrm{D}_{z}, \mathrm{D}_{y}$ denote the partial
differential operators. Applying $\mathrm{D}_{z}$ to (9.13) and then setting $z=y=1$ we find

$$
\begin{equation*}
\mathrm{D}_{z} \mathrm{D}_{\alpha} \tilde{\Psi}(1,1, \alpha)-\mathrm{D}_{y} \tilde{\Psi}(1,1, \alpha)=\tilde{\Psi}(1,1, \alpha)+\left(1+\frac{1}{1-\alpha}\right) \mathrm{D}_{z} \tilde{\Psi}(1,1, \alpha) \tag{9.18}
\end{equation*}
$$

For convenience, we define

$$
F(z, y, \alpha):=(1-\alpha) e^{-\alpha} \tilde{\Psi}(z, y, \alpha)
$$

and write $f(\alpha):=F(1,1, \alpha), f_{z}(\alpha):=\mathrm{D}_{z} F(1,1, \alpha), f_{y}(\alpha):=\mathrm{D}_{y} F(1,1, \alpha)$, $f_{z z}(\alpha):=\mathrm{D}_{z}^{2} F(1,1, \alpha)$, and so on. Then (9.18) yields, after simple calculations, the ordinary differential equation in the three functions $f(\alpha), f_{z}(\alpha), f_{y}(\alpha)$

$$
\begin{equation*}
\mathrm{D}_{\alpha} f_{z}(\alpha)-f_{y}(\alpha)=f(\alpha) \tag{9.19}
\end{equation*}
$$

(It may be more natural to consider $\alpha^{-1} F$, cf. (9.12), which for fixed $\alpha$ is a bivariate probability generating function, but the extra factor $\alpha$ simplifies the differential equations.)

Note that, by (9.12), $\psi_{\alpha}^{\mathrm{LC}}(z)=\alpha^{-1} F(z, 1, \alpha)$, and thus

$$
\begin{align*}
f(\alpha) & =\alpha \psi_{\alpha}^{\mathrm{LC}}(1)=\alpha \\
f_{z}(\alpha) & =\alpha \mathrm{D}_{z} \psi_{\alpha}^{\mathrm{LC}}(1)=\alpha \mathbb{E} D_{\alpha}^{\mathrm{LC}}  \tag{9.20}\\
f_{z z}(\alpha) & =\alpha \mathrm{D}_{z}^{2} \psi_{\alpha}^{\mathrm{LC}}(1)=\alpha \mathbb{E} D_{\alpha}^{\mathrm{LC}}\left(D_{\alpha}^{\mathrm{LC}}-1\right) \tag{9.21}
\end{align*}
$$

and so on.
To solve (9.19), we first have to find $f_{y}(\alpha)$. One possibility is to use the definition of $\Phi_{\ell}$ or (9.5) so see

$$
\Phi_{\ell}(1, y)=\ell^{\ell-2} \sum_{i=1}^{\ell-1} y^{i-1}=\ell^{\ell-2} \frac{1-y^{\ell-1}}{1-y}
$$

and thus, by (9.6) and (3.1)

$$
\Psi(1, y, \lambda)=\sum_{i=1}^{\infty} \frac{\lambda^{i-1}}{(i-1)!} i^{i-2} \frac{1-y^{i-1}}{1-y}=\frac{1}{1-y}\left(\frac{T(\lambda)}{\lambda}-\frac{T(\lambda y)}{\lambda y}\right)
$$

which leads to

$$
F(1, y, \alpha)=\frac{1-\alpha}{1-y}\left(1-\frac{T\left(\alpha e^{-\alpha} y\right)}{\alpha y}\right)
$$

A calculation using (3.3) yields

$$
f_{y}(\alpha)=\mathrm{D}_{y} F(1,1, \alpha)=\frac{3 \alpha^{2}-2 \alpha^{3}}{2(1-\alpha)^{2}}
$$

Alternatively, we may observe that if we as in Section 6 use the superscript u for unsuccessful searches conditioned on starting at an existing item, (5.3) yields

$$
\Phi_{k}^{u}(y)=y \Phi_{k}(1, y)
$$

Beneath our formalism, this simply reflects the fact that the number of items in a block to the right of a distinguished item has the same distribution as the number of items to the left; the factor $y$ is because the distinguished element is included in the count defining $d^{u}$ but not for $\Phi_{k}(z, y)$.

By (5.4a) and (9.6), we thus have

$$
\psi_{\alpha}^{\mathrm{u}}(y)=\frac{1-\alpha}{\alpha} e^{-\alpha} \sum_{\ell=1}^{\infty} \frac{\left(\alpha e^{-\alpha}\right)^{\ell-1}}{(\ell-1)!} \Phi_{\ell}^{\mathrm{u}}(y)=y \frac{1-\alpha}{\alpha} e^{-\alpha} \tilde{\Psi}(1, y, \alpha)
$$

and so

$$
\begin{equation*}
y F(1, y, \alpha)=\alpha \psi_{\alpha}^{u}(y) \tag{9.22}
\end{equation*}
$$

Applying $\mathrm{D}_{y}$ we find at $y=1$, using (6.2),

$$
\begin{equation*}
f(\alpha)+f_{y}(\alpha)=\alpha \mathrm{D}_{y} \psi_{\alpha}^{\mathrm{u}}(y)=\alpha \mathbb{E} D_{\alpha}^{\mathrm{u}}=\alpha \frac{2-\alpha}{2(1-\alpha)^{2}} \tag{9.23}
\end{equation*}
$$

We can now integrate (9.19), noting $F(z, y, 0)=0$ and thus $f_{z}(0)=0$ :

$$
\begin{equation*}
f_{z}(\alpha)=\int_{0}^{\alpha}\left(f(\beta)+f_{y}(\beta)\right) d \beta=\frac{\alpha^{2}}{2(1-\alpha)} \tag{9.24}
\end{equation*}
$$

which by (9.20) yields (9.2).
For the second moment we argue similarly. We apply $\mathrm{D}_{z} \mathrm{D}_{z}$ to (9.13) and obtain for $z=y=1$

$$
\mathrm{D}_{z} \mathrm{D}_{z} \mathrm{D}_{\alpha} \tilde{\Psi}-2 \mathrm{D}_{z} \mathrm{D}_{y} \tilde{\Psi}=2 \mathrm{D}_{z} \tilde{\Psi}+\left(1+\frac{1}{1-\alpha}\right) \mathrm{D}_{z} \mathrm{D}_{z} \tilde{\Psi}
$$

which implies

$$
\begin{equation*}
\mathrm{D}_{\alpha} f_{z z}(\alpha)-2 f_{z y}(\alpha)=2 f_{z}(\alpha) \tag{9.25}
\end{equation*}
$$

In order to solve this, we first need $f_{z y}(\alpha)$, which we find in the same way. We apply $\mathrm{D}_{y} \mathrm{D}_{z}$ to (9.13) and obtain for $z=y=1$

$$
\begin{aligned}
& \mathrm{D}_{y} \mathrm{D}_{z} \mathrm{D}_{\alpha} \tilde{\Psi}-\mathrm{D}_{z} \mathrm{D}_{y} \tilde{\Psi}-\mathrm{D}_{y}^{2} \tilde{\Psi}-2 \mathrm{D}_{y} \tilde{\Psi}= \\
& \quad\left(1+\frac{1}{1-\alpha}\right) \mathrm{D}_{y} \mathrm{D}_{z} \tilde{\Psi}+\left(1+\frac{1}{(1-\alpha)^{3}}\right) \mathrm{D}_{z} \tilde{\Psi}+\mathrm{D}_{y} \tilde{\Psi}+\tilde{\Psi}
\end{aligned}
$$

and hence

$$
\begin{equation*}
\mathrm{D}_{\alpha} f_{z y}(\alpha)=f_{z y}(\alpha)+f_{y y}(\alpha)+3 f_{y}(\alpha)+\left(1+\frac{1}{(1-\alpha)^{3}}\right) f_{z}(\alpha)+f(\alpha) \tag{9.26}
\end{equation*}
$$

To solve this, we first need $f_{y y}(\alpha)$. We find from (9.22) and (6.2), (6.3)
$f_{y y}(\alpha)=\alpha \mathbb{E}\left(D_{\alpha}^{\mathrm{u}}-1\right)\left(D_{\alpha}^{\mathrm{u}}-2\right)=\alpha \mathbb{E}\left(D_{\alpha}^{\mathrm{u}}\right)^{2}-3 \alpha \mathbb{E} D_{\alpha}^{\mathrm{u}}+2 \alpha=\frac{16 \alpha^{3}-19 \alpha^{4}+6 \alpha^{5}}{3(1-\alpha)^{4}}$.
(Alternatively, it is possible to continue in the same manner as above by applying $\mathrm{D}_{y}^{2}$ to (9.13) at $z=y=1$; this yields a differential equation for $f_{y y}(\alpha)$ that can be solved. The same applies to $f_{y}(\alpha)$ above, which also can be found by applying $\mathrm{D}_{y}$ to (9.13).)

We can now put everything together. Noting that (9.27) and (9.23) imply $f_{y y}(\alpha)+3 f_{y}(\alpha)+f(\alpha)=\alpha \mathbb{E}\left(D_{\alpha}^{\mathrm{u}}\right)^{2}$, we find the solution to (9.26), using (6.3)
and (9.24),

$$
\begin{aligned}
& f_{z y}(\alpha)= e^{\alpha} \int_{0}^{\alpha} e^{-t}\left(t \mathbb{E}\left(D_{t}^{\mathrm{u}}\right)^{2}+\left(1+\frac{1}{(1-t)^{3}}\right) f_{z}(t)\right) d t \\
&= \frac{1}{2(1-\alpha)^{3}}-\frac{7}{12(1-\alpha)^{2}}-\frac{7}{12(1-\alpha)}+\frac{5}{6}+\frac{\alpha}{2}-\frac{e^{\alpha}}{6} \\
& \quad-\frac{1}{12} e^{\alpha-1}(\operatorname{Ei}(1)-\operatorname{Ei}(1-\alpha)) .
\end{aligned}
$$

Next, (9.25) is solved by, using (9.26),

$$
\begin{aligned}
f_{z z}(\alpha) & =2 f_{z y}(\alpha)+2 \int_{0}^{\alpha}\left(f_{z}(t)-t \mathbb{E}\left(D_{t}^{\mathrm{u}}\right)^{2}-\left(1+\frac{1}{(1-t)^{3}}\right) f_{z}(t)\right) d t \\
& =\frac{1}{2(1-\alpha)^{2}}-\frac{7}{6(1-\alpha)}+1+\frac{2}{3} \alpha-\frac{e^{\alpha}}{3}-\frac{1}{6} e^{\alpha-1}(\operatorname{Ei}(1)-\operatorname{Ei}(1-\alpha))
\end{aligned}
$$

Finally, (9.3) and (9.4) follow from (9.21) and (9.2).
Remark 9.2. The reader who wants to make a detailed comparison with [23] should note that, by (9.6) and the definitions in [23], their

$$
\begin{aligned}
\grave{c}_{2}(x, z) & =\frac{(1-x) e^{-x}}{x} z \tilde{\Psi}(z, 1, x)=\frac{1}{x} z F(z, 1, x), \\
\grave{g}_{2}(x, z) & =\frac{(1-x) e^{-x}}{x} z\left(\mathrm{D}_{y}+1\right) \tilde{\Psi}(z, 1, x)=\frac{1}{x} z\left(\mathrm{D}_{y}+1\right) F(z, 1, x), \\
\grave{h}_{2}(x) & =\mathrm{D}_{z} \grave{g}_{2}(x, 1)=\frac{1}{x}\left(\mathrm{D}_{z}+1\right)\left(\mathrm{D}_{y}+1\right) F(1,1, x) \\
& =\frac{1}{x}\left(f_{z y}(x)+f_{z}(x)+f_{y}(x)+f(x)\right) .
\end{aligned}
$$

In principle, expressions for the probabilities $\mathbb{P}\left(D_{\alpha}^{\mathrm{LC}}=k\right)$ can be obtained from (9.1) by differentiating at $z=0$ (or making Taylor expansions). However, even for the simplest case $k=0$, we obtain a rather complicated formula. We leave it to the reader to find a simpler formula, and to treat $k \geq 1$.

Theorem 9.3. For $0<\alpha<1$,

$$
\begin{equation*}
p_{\alpha}^{\mathrm{LC}}(0)=\mathbb{P}\left(D_{\alpha}^{\mathrm{LC}}=0\right)=\psi_{\alpha}^{\mathrm{LC}}(0)=\frac{1-\alpha}{\alpha} \int_{0}^{\alpha} \frac{\left(e^{\alpha-t}-1\right) e^{\alpha-t}(1-t)}{e^{\alpha-t e^{\alpha-t}}-1} d t . \tag{9.28}
\end{equation*}
$$

Proof. Taking $z=0$ in Theorem 9.1 we have $u(\alpha, \beta, 0)=e^{\beta-\alpha}$ and $v(\alpha, \beta, 0)=$ $\beta e^{-\alpha}$. Hence (9.1) yields

$$
\psi_{\alpha}^{\mathrm{LC}}(0)=\frac{1-\alpha}{\alpha} \int_{0}^{\alpha} \frac{e^{\beta-\alpha}}{T\left(\beta e^{-\alpha}\right)} \frac{\beta-T\left(\beta e^{-\alpha}\right)}{1-e^{\beta-\alpha}} d \beta
$$

The change of variables $t=T\left(\beta e^{-\alpha}\right)$ yields $\beta=t e^{\alpha-t}$ and $d \beta / d t=(1-t) e^{\alpha-t}$, and (9.28) follows by simple calculations.

Various substitutions are possible, but none seems to give a simpler integral.

## 10. Some numerical values

Numerical values of $p_{\alpha}^{\mathrm{FC}}(k)$ and $p_{\alpha}^{\mathrm{RH}}(k)$ for given $\alpha$ and $k$ are easily computed from the formulas in Theorems 7.1 and 8.1, see Remark 8.2. As examples we give some values (computed by Maple) in Table 1. The last line gives the sum for all $k>10$.

Note that the fact that FC gives higher probabilities than RH for zero displacement hardly is an advantage, as might be believed. Since the average displacements are the same, this is compensated by higher probability for large displacements, which is worse.

| $k$ | $p_{0.5}^{\mathrm{FC}}(k)$ | $p_{0.5}^{\mathrm{RH}}(k)$ | $p_{0.9}^{\mathrm{FC}}(k)$ | $p_{0.9}^{\mathrm{RH}}(k)$ |
| ---: | :--- | :--- | :--- | :--- |
| 0 | 0.750 | 0.649 | 0.550 | 0.162 |
| 1 | 0.143 | 0.245 | 0.143 | 0.153 |
| 2 | 0.051 | 0.076 | 0.069 | 0.128 |
| 3 | 0.024 | 0.022 | 0.042 | 0.104 |
| 4 | 0.012 | 0.0062 | 0.029 | 0.085 |
| 5 | 0.0070 | 0.0017 | 0.021 | 0.069 |
| 6 | 0.0042 | 0.00050 | 0.016 | 0.056 |
| 7 | 0.0026 | 0.00014 | 0.013 | 0.046 |
| 8 | 0.0017 | 0.000041 | 0.011 | 0.037 |
| 9 | 0.0011 | 0.000011 | 0.009 | 0.031 |
| 10 | 0.0007 | 0.000003 | 0.008 | 0.024 |
| 11 | 0.0018 | 0.000001 | 0.090 | 0.106 |
| TABLE 1. Some numerical values |  |  |  |  |

In principle, $p_{\alpha}^{\mathrm{LC}}(k)$ can be calculated similarly from (9.1), but we have only done so for $k=0$. We find, for example, by Theorem 9.3 and numerical integration, $p_{0.5}^{\mathrm{LC}}(0) \doteq 0.686$ and $p_{0.9}^{\mathrm{LC}}(0) \doteq 0.212$.

## 11. Monotonicity properties of the limit distributions

For FC, it follows immediately from (7.1) that the probabilities $p_{\alpha}^{\mathrm{FC}}(k)$ decrease, $p_{\alpha}^{\mathrm{FC}}(0)>p_{\alpha}^{\mathrm{FC}}(1)>\ldots$. Moreover, we have monotonicity for finite $m$ and $n$ too; it follows from (7.6) that for each $m$ and $n$, the probabilities $\mathbb{P}\left(d_{i}^{\mathrm{FC}}\left(\mathcal{T}_{m, n}\right)=k\right)$ are non-increasing in $k$.

This has the practical consequence that searching in a hash table constructed by the FC rule is best done in the standard way, probing at $h, h+1, h+2$, and so on, where $h$ is the hash address of the searched item.

It has been suggested that for RH and LC hashing, where the variances of the individual displacements are smaller, the displacements might be concentrated about their mean $\mathbb{E} d$ so that it would be more efficient to start probing at locations close to $h+\mathbb{E} d$. This seems to be the case for random probing and double hashing, see [3, 22]. However, we will see that this hardly is the case for linear probing. It would be the case (for a large table) for an insertion policy $\Xi$ if $p_{\alpha}^{\Xi}(k)$ is larger when $k$ is close to $\mathbb{E} d$ than when $k$ is close to 0 , so we study these probabilities.

First, for Robin Hood hashing we have the following precise result; we postpone the proof.

Theorem 11.1. Let $\alpha_{1} \doteq 0.931$ be the unique positive root of

$$
e^{2 \alpha}-(2+\alpha) e^{\alpha}+1=0
$$

If $\alpha \in\left[0, \alpha_{1}\right]$, then $p_{\alpha}^{\mathrm{RH}}(0) \geq p_{\alpha}^{\mathrm{RH}}(1)>p_{\alpha}^{\mathrm{RH}}(2)>\ldots$.
Conversely, if $\alpha \in\left(\alpha_{1}, 1\right)$, then $p_{\alpha}^{\mathrm{RH}}(0)<p_{\alpha}^{\mathrm{RH}}(1)$.
Hence, it is only for $\alpha$ close to 1 that a different probing sequence might be better. However, even for $\alpha>\alpha_{1}$, small displacements seems to be more likely than displacements close to $\mathbb{E} d$. One reason is that it follows easily from Theorem 8.1 that as $\alpha \rightarrow 1,(1-\alpha) D_{\alpha}^{\mathrm{RH}} \xrightarrow{\mathrm{d}} \operatorname{Exp}(1 / 2)$. Hence, for $\alpha$ close to 1 , the distribution of $D_{\alpha}^{\mathrm{RH}}$ is approximatively exponential. Although this does not imply corresponding asymptotics of individual probabilities, it implies that the average of the values of $p_{\alpha}^{\mathrm{RH}}(k)$ for $k$ in a suitable interval close to $\mathbb{E} d$ is about $e^{-1}$ times the average of the values for $k$ in an interval close to 0 . This suggests that the standard probing sequence is close to optimal when $\alpha$ is close to 1 , when the differences between different methods ought to be greatest.

Nevertheless, it is interesting to ask for the mode of the distribution of $D_{\alpha}^{\mathrm{RH}}$, i.e. the value of $k$ that maximizes $p_{\alpha}^{\mathrm{RH}}(k)$. Theorem 11.1 shows that the mode is 0 for $\alpha<\alpha_{1}$, but not for larger $\alpha$.

Numerical calculations with Maple suggest the following; we have, however, no rigorous proof.

Conjecture 11.2. The mode of $D_{\alpha}^{\mathrm{RH}}$ is

$$
\begin{cases}0, & 0<\alpha<\alpha_{1} \doteq 0.9308 \\ 1, & \alpha_{1}<\alpha<\alpha_{2} \doteq 0.9888 \\ 2, & \alpha_{2}<\alpha<\alpha_{3} \doteq 0.9989 \\ 3, & \alpha_{3}<\alpha<\alpha_{4} \doteq 0.999995 \\ 4, & \alpha_{4}<\alpha<1 .\end{cases}
$$

Of course, these results have merely theoretical interest; hashing with linear probing with $n / m>.93$ should probably be avoided. (In particular, this applies to the last case; if $\alpha>\alpha_{4}$, then the expectation of the displacement is over 100000.) Moreover, the differences are rather minor in this range; according to numerical calculations, no probability is ever more than $16.4 \%$ higher than $p_{\alpha}^{\mathrm{RH}}(0)$, and the absolute differences $p_{\alpha}^{\mathrm{RH}}(k)-p_{\alpha}^{\mathrm{RH}}(0)$ are less than 0.004 . Hence, even when another probing sequence is better, the difference in performance seems to be small, and probably out-weighted by the additional steps required in the program.

It is somewhat surprising that the conjectured sequence of modes stops at 4. However, we have a another asymptotic result explaining this.

Theorem 11.3. As $\alpha \rightarrow 1,(1-\alpha)^{-1} p_{\alpha}^{\mathrm{RH}}(k) \rightarrow L_{k+1}$ for every $k \geq 0$, where $L_{k}$ have the generating function

$$
\sum_{k=1}^{\infty} L_{k} z^{k}=z \frac{1-e^{z-1}}{e^{z-1}-z}
$$

Proof. Theorem 8.1 implies that as $\alpha \rightarrow 1$, at least for $|z| \leq 1$,

$$
(1-\alpha)^{-1} \psi_{\alpha}^{\mathrm{RH}}(z) \rightarrow \frac{e^{1-z}-1}{1-z e^{1-z}}=\frac{1-e^{z-1}}{e^{z-1}-z}=\sum_{k=0}^{\infty} L_{k+1} z^{k}
$$

and the result follows.
This generating function equals the one in Knuth [15, 5.1.3-(25)], and thus the limits $L_{k}$ coincide with the numbers $L_{k}$ defined there as the average lengths of the successive increasing runs in a random sequence. As shown in Knuth [15, Section 5.1.3], these numbers $L_{k}$ converge rapidly to 2 as $k \rightarrow \infty$, but the convergence is not monotone; the smallest is $L_{1}=e-1 \doteq 1.718$ and the largest is $L_{5} \doteq 2.00006$. This and Theorem 11.3 strongly suggest (although do not strictly prove) that for $\alpha$ close to 1 , the largest value of $p_{\alpha}^{\mathrm{RH}}(k)$ is for $k+1=5$, i.e. $k=4$, as asserted in Conjecture 11.2.

Proof of Theorem 11.1. By (4.1), we can study $\mathbb{E} n_{k}^{\mathrm{RH}}\left(\mathcal{T}_{\alpha}\right)$ instead of $p_{\alpha}^{\mathrm{RH}}(k)$.
Let $k \geq 0$. By Lemmas 2.1 and 3.4, $\mathbb{E} n_{k}^{\mathrm{RH}}\left(\mathcal{T}_{\alpha}\right)$ and $\mathbb{E} n_{k+1}^{\mathrm{RH}}\left(\mathcal{T}_{\alpha}\right)$ are the expected number of visits of the random walk $S_{i}$ to $k$ and $k+1$, respectively. We compare these numbers by studying the excursions of $\left\{S_{i}\right\}$ above $k-1$. Since the only negative step is -1 , every such excursion ends at $k$. At each visit to $k$, the probability of exiting is $e^{-\alpha}$, and if the random walk does not exit, it will sooner or later (perhaps immediately) return to $k$. Consequently, the number of visits to $k$ in an excursion has a geometric distribution with expectation $1 / e^{-\alpha}=e^{\alpha}$.

Furthermore, at each visit to $k$, the probability of going to $k+1$ or higher is $\mathbb{P}(\operatorname{Po}(\alpha) \geq 2)=1-e^{-\alpha}-\alpha e^{-\alpha}$; each such step leads, by the argument above, to an average of $e^{\alpha}$ visits to $k+1$ before the first return to $k$. In an excursion beginning at $k$, there are thus on the average

$$
e^{\alpha}\left(1-e^{-\alpha}-\alpha e^{-\alpha}\right) e^{\alpha}=e^{\alpha}\left(e^{\alpha}-1-\alpha\right)
$$

visits to $k+1$.
In an excursion beginning at $l \geq k+1$, there are on the average an additional $e^{\alpha}$ visits to $k+1$ before the first visit to $k$, and thus in total $e^{\alpha}\left(e^{\alpha}-\alpha\right)$ visits to $k+1$.

The average number of excursions above $k-1$ starting at $l \geq k$ is

$$
\begin{equation*}
\mathbb{P}\left(\xi_{0}=l+1\right)+\sum_{j=0}^{k-1} \mathbb{E} n_{j}^{\mathrm{RH}}\left(\mathcal{T}_{\alpha}\right) \mathbb{P}\left(\xi_{1}=l-j+1\right) \tag{11.1}
\end{equation*}
$$

For $k=0$, we thus find, in agreement with (4.1) and (8.4), (8.5),

$$
\begin{align*}
& \mathbb{E} n_{0}^{\mathrm{RH}}\left(\mathcal{T}_{\alpha}\right)=\mathbb{P}\left(\xi_{0} \geq 1\right) e^{\alpha}=e^{\alpha}-1,  \tag{11.2}\\
& \mathbb{E} n_{1}^{\mathrm{RH}}\left(\mathcal{T}_{\alpha}\right)=\mathbb{P}\left(\xi_{0}=1\right) e^{\alpha}\left(e^{\alpha}-1-\alpha\right)+\mathbb{P}\left(\xi_{0} \geq 2\right) e^{\alpha}\left(e^{\alpha}-\alpha\right)=e^{\alpha}\left(e^{\alpha}-1-\alpha\right), \tag{11.3}
\end{align*}
$$

and hence

$$
\mathbb{E} n_{0}^{\mathrm{RH}}\left(\mathcal{T}_{\alpha}\right)-\mathbb{E} n_{1}^{\mathrm{RH}}\left(\mathcal{T}_{\alpha}\right)=\mathbb{P}\left(\xi_{0}=1\right) A-\mathbb{P}\left(\xi_{0} \geq 2\right) B,
$$

with $A:=e^{\alpha}\left(2+\alpha-e^{\alpha}\right)>0$ and $B:=e^{\alpha}\left(e^{\alpha}-1-\alpha\right)>0$. Consequently, $\mathbb{E} n_{0}^{\mathrm{RH}}\left(\mathcal{T}_{\alpha}\right) \geq \mathbb{E} n_{1}^{\mathrm{RH}}\left(\mathcal{T}_{\alpha}\right)$ if and only if $\mathbb{P}\left(\xi_{0} \geq 2\right) / \mathbb{P}\left(\xi_{0}=1\right) \leq A / B$.

Similarly, for $k \geq 1$, using (11.1),

$$
\begin{align*}
& \mathbb{E} n_{k}^{\mathrm{RH}}\left(\mathcal{T}_{\alpha}\right)-\mathbb{E} n_{k+1}^{\mathrm{RH}}\left(\mathcal{T}_{\alpha}\right) \\
& =\sum_{j=0}^{k-1}\left(\mathbb{E} n_{j}^{\mathrm{RH}}\left(\mathcal{T}_{\alpha}\right)+\mathbf{1}[j=0]\right)\left(\mathbb{P}\left(\xi_{0}=k-j+1\right) A-\mathbb{P}\left(\xi_{0} \geq k-j+2\right) B\right) . \tag{11.4}
\end{align*}
$$

For a Poisson distributed variable $\xi, \mathbb{P}(\xi=j+1) / \mathbb{P}(\xi=j)$ is a decreasing function of $j$, and thus so is $\mathbb{P}(\xi \geq j+1) / \mathbb{P}(\xi=j)$. Consequently, if $\mathbb{E} n_{0}^{\mathrm{RH}}\left(\mathcal{T}_{\alpha}\right) \geq \mathbb{E} n_{1}^{\mathrm{RH}}\left(\mathcal{T}_{\alpha}\right)$, then for each $j \geq 2$

$$
\mathbb{P}(\xi \geq j+1) / \mathbb{P}(\xi=j)<\mathbb{P}(\xi \geq 2) / \mathbb{P}(\xi=1) \leq A / B
$$

and thus, by (11.4), $\mathbb{E} n_{k}^{\mathrm{RH}}\left(\mathcal{T}_{\alpha}\right)-\mathbb{E} n_{k+1}^{\mathrm{RH}}\left(\mathcal{T}_{\alpha}\right)>0$ for every $k \geq 1$.
Finally, by (11.2) and (11.3),

$$
\mathbb{E} n_{1}^{\mathrm{RH}}\left(\mathcal{T}_{\alpha}\right)-\mathbb{E} n_{0}^{\mathrm{RH}}\left(\mathcal{T}_{\alpha}\right)=e^{2 \alpha}-(2+\alpha) e^{\alpha}+1
$$

Denote this function by $f(\alpha)$. It is easily seen that $f(0)=0, f^{\prime}(0)<0$, $f(1)>0$ and $f^{\prime \prime}(\alpha)>0$ for $\alpha>0$. Hence $f$ is a convex function on [ 0,1$]$ with exactly one zero $\alpha_{1}>0$, and $f(\alpha)<0$ for $0<\alpha<\alpha_{1}$ while $f(\alpha)>0$ for $\alpha_{1}<\alpha<1$. The result follows.

For LC hashing, we do not have any similar exact results, in view of the complicated expressions in Theorem 9.1. However, as will be shown in a sequel to this paper, as $\alpha \rightarrow 1$, the difference between RH and LC becomes negligible; in particular, just as for $\mathrm{RH},(1-\alpha) D_{\alpha}^{\mathrm{LC}} \xrightarrow{\mathrm{d}} \operatorname{Exp}(1 / 2)$. This suggests that the standard probing sequence is almost optimal for LC hashing too. Moreover, it follows from Theorem 9.3 that as $\alpha \rightarrow 1$,

$$
(1-\alpha)^{-1} p_{\alpha}^{\mathrm{LC}}(0) \rightarrow \int_{0}^{1} \frac{\left(e^{1-t}-1\right) e^{1-t}(1-t)}{e^{1-t e^{1-t}}-1} d t \doteq 2.647
$$

This limit is larger than the corresponding limit $L_{1}=e-1$ for RH found above. Hence, for $\alpha$ close to 1 at least, $p_{\alpha}^{\mathrm{LC}}(0)>p_{\alpha}^{\mathrm{RH}}(0)$, which suggests that 0 may be the mode of $D_{\alpha}^{\mathrm{LC}}$ too for a wide range of $\alpha$. It would be interesting to have any results on the mode of $D_{\alpha}^{\mathrm{LC}}$. We conjecture, in contrast to RH , that it is 0 for all $\alpha$.
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