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#### Abstract

We give a survey of a number of simple applications of renewal theory to problems on random strings and tries: insertion depth, size, insertion mode and imbalance of tries; variations for $b$-tries and Patricia tries; Khodak and Tunstall codes.


## 1. Introduction

Although it long has been realized that renewal theory is a useful tool in the study of random strings and related structures, it has not always been used to its full potential. The purpose of the present paper is to give a survey presenting in a unified way some simple applications of renewal theory to a number of problems involving random strings, in particular several problems on tries, which are tree structures constructed from strings. (Other applications of renewal theory to problems on random trees are given in, e.g., [4], [8], [9], [17], [22], [32], [33].)

Since our purpose is to illustrate a method rather than to prove new results, we present a number of problems in a simple form without trying to be as general as possible. In particular, for simplicity we exclusively consider random strings in the alphabet $\{0,1\}$, and assume that the "letters" (bits) $\xi_{i}$ in the strings are i.i.d. (i.e., memoryless sources). Note, however, that the methods below are much more widely applicable and extend in a straightforward way to larger alphabets. The methods also, extend to, for example, Markov sources where $\xi_{i}$ is a Markov chain; see e.g. Savari and Gallager [39] for a pioneering study of Tunstall codes for Markov sources using renewal theory, and Savari [38] for some related coding problems. (See further e.g. Szpankowski [41, Section 2.1] and Clément, Flajolet and Vallée [7] for various interesting probability models of random strings. Renewal theory for Markov chains is treated for example by Kesten [25] and Athreya, McDonald and Ney [2].) Indeed, one of the purposes of this paper is to make propaganda for the use of renewal theory to study e.g. Markov models, even if we do not do this in the present paper.

The results below are (mostly) not new; they have earlier been proved by other methods, in particular Mellin transforms. (We try to give proper references for the theorems, but we do not attempt to cover the large literature on random tries and strings in any completeness.) Indeed, such methods often provide sharper results, with better error bounds or higher order terms, and these methods too certainly are important. Nevertheless, we believe that renewal theory often is a valuable method that yields the leading terms in a simple and intuitive way, and that it ought to be more widely used for this type of problems. Moreover, as said above, this method may be easier to extend to other situations. (Further, it gives one explanation for the oscillatory terms that often appear, as an instance of the arithmetic case in renewal theory. Note that oscillatory terms become much less common for larger alphabets, except when all letters are equiprobable, because it is more difficult to be arithmetic, see Appendix A.)

We treat a number of problems on random tries in Sections 3-5 and 8 (insertion depth, imbalance, size, insertion mode). We consider $b$-tries in Section 6 and Patricia tries in Section 7. Tunstall and Khodak codes are studied in Section 9. A random walk in a region bounded by two crossing lines is studied in Section 10, where we give a (partial) extension of a result by Drmota and Szpankowski [12]. The standard results from renewal theory that we use are for convenience collected in Appendix A.

Notation. We use $\xrightarrow{\mathrm{p}}$ and $\xrightarrow{\mathrm{d}}$ for convergence in probability and in distribution, respectively.

If $Z_{n}$ is a sequence of random variables and $\mu_{n}$ and $\sigma_{n}^{2}$ are sequences of real numbers with $\sigma_{n}^{2}>0$ (for large $n$, at least), then $Z_{n} \sim \operatorname{AsN}\left(\mu_{n}, \sigma_{n}^{2}\right)$ means that $\left(Z_{n}-\mu_{n}\right) / \sigma_{n} \xrightarrow{\mathrm{~d}} N(0,1)$.

We denote the fractional part of a real number $x$ by $\{x\}:=x-\lfloor x\rfloor$.
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## 2. Preliminaries

Suppose that $\Xi^{(1)}, \Xi^{(2)}, \ldots$ is an i.i.d. sequence of random infinite strings $\Xi^{(n)}=\xi_{1}^{(n)} \xi_{2}^{(n)} \cdots$, with letters $\xi_{i}^{(n)}$ in an alphabet $\mathcal{A}$. (When the superscript $n$ does not matter we drop it; we thus write $\Xi=\xi_{1} \xi_{2} \cdots$ for a generic string in the sequence.) For simplicity, we consider only the case $\mathcal{A}=\{0,1\}$, and further assume that the individual letters $\xi_{i}$ are i.i.d. with $\xi_{i} \sim \operatorname{Be}(p)$ for some fixed $p \in(0,1)$, i.e., $\mathbb{P}\left(\xi_{i}=1\right)=p$ and $\mathbb{P}\left(\xi_{i}=0\right)=q:=1-p$.

Given a finite string $\alpha_{1} \cdots \alpha_{n} \in \mathcal{A}^{n}$, let $P\left(\alpha_{1} \cdots \alpha_{n}\right)$ be the probability that the random string $\Xi$ begins with $\alpha_{1} \cdots \alpha_{n}$. In particular, for a single letter, $P(0)=q$ and $P(1)=p$, and in general

$$
\begin{equation*}
P\left(\alpha_{1} \cdots \alpha_{n}\right)=\prod_{i=1}^{n} P\left(\alpha_{i}\right)=\prod_{i=1}^{n} p^{\alpha_{i}} q^{1-\alpha_{i}} . \tag{2.1}
\end{equation*}
$$

Given a random string $\xi_{1} \xi_{2} \cdots$, we define

$$
X_{i}:=-\ln P\left(\xi_{i}\right)=-\ln \left(p^{\xi_{i}} q^{1-\xi_{i}}\right)= \begin{cases}-\ln q, & \xi_{i}=0  \tag{2.2}\\ -\ln p, & \xi_{i}=1\end{cases}
$$

Note that $X_{1}, X_{2}, \ldots$ is an i.i.d. sequence of positive random variables with

$$
\begin{equation*}
\mathbb{E} X_{i}=H:=-p \ln p-q \ln q \tag{2.3}
\end{equation*}
$$

the usual entropy of each letter $\xi_{i}$, and

$$
\begin{align*}
\mathbb{E} X_{i}^{2} & =H_{2}:=p \ln ^{2} p+q \ln ^{2} q  \tag{2.4}\\
\operatorname{Var} X_{i} & =H_{2}-H^{2}=p q(\ln p-\ln q)^{2}=p q \ln ^{2}(p / q) \tag{2.5}
\end{align*}
$$

The variance (2.5) is in data compression known as the minimal coding variance, see [27].

Note that the case $p=q=1 / 2$ is special; in this case $X_{i}=\ln 2$ is deterministic and $\operatorname{Var} X_{i}=0$; for all other $p \in(0,1), 0<\operatorname{Var} X_{i}<\infty$.

By (2.2), $X_{i}$ is supported on $\{\ln (1 / p), \ln (1 / q)\}$. It is well-known, both in renewal theory and in the analysis of tries, that one frequently has to distinguish between two cases: the arithmetic (or lattice) case when the support is a subset of $d \mathbb{Z}$ for some $d>0$, and the non-arithmetic (or nonlattice) case when it is not, see further Appendix A. For $X_{i}$ given by (2.2), this yields the following cases:
arithmetic: The ratio $\ln p / \ln q$ is rational. More precisely, $X_{i}$ then is $d$-arithmetic, where $d$ equals $\operatorname{gcd}(\ln p, \ln q)$, the largest positive real number such that $\ln p$ and $\ln q$ both are integer multiples of $d$. If $\ln p / \ln q=a / b$, where $a$ and $b$ are relatively prime positive integers, then

$$
\begin{equation*}
d=\operatorname{gcd}(\ln p, \ln q)=\frac{|\ln p|}{a}=\frac{|\ln q|}{b} \tag{2.6}
\end{equation*}
$$

non-arithmetic: The ratio $\ln p / \ln q$ is irrational.
We let $S_{n}$ denote the partial sums of $X_{i}: S_{n}:=\sum_{i=1}^{n} X_{i}$. Thus

$$
\begin{equation*}
P\left(\xi_{1} \cdots \xi_{n}\right)=\prod_{i=1}^{n} P\left(\xi_{i}\right)=\prod_{i=1}^{n} e^{-X_{i}}=e^{-S_{n}} \tag{2.7}
\end{equation*}
$$

(This is a random variable, since it depends on the random string $\xi_{1} \cdots \xi_{n}$; it can be interpreted as the probability that another random string $\Xi^{(j)}$ begins with the same $n$ letters as observed.)

We introduce the standard renewal theory notations (see e.g. Gut [16, Chapter 2]), for $t \geq 0$ and $n \geq 1$,

$$
\begin{align*}
\nu(t) & :=\min \left\{n: S_{n}>t\right\}  \tag{2.8}\\
F_{n}(t) & :=\mathbb{P}\left(S_{n} \leq t\right)=\mathbb{P}(\nu(t)>n),  \tag{2.9}\\
U(t) & :=\mathbb{E} \nu(t)=\sum_{n=0}^{\infty} F_{n}(t) . \tag{2.10}
\end{align*}
$$

Note that (2.10) means that, for any function $g \geq 0$,

$$
\begin{equation*}
\int_{0}^{\infty} g(t) \mathrm{d} U(t)=\sum_{n=0}^{\infty} \int_{0}^{\infty} g(t) \mathrm{d} F_{n}(t)=\sum_{n=0}^{\infty} \mathbb{E} g\left(S_{n}\right) \tag{2.11}
\end{equation*}
$$

We also allow the summation to start with an initial random variable $X_{0}$, which is independent of $X_{1}, X_{2}, \ldots$, but may have an arbitrary real-valued distribution. We then define

$$
\begin{align*}
\widehat{S}_{n} & :=\sum_{i=0}^{n} X_{i}=X_{0}+\sum_{i=1}^{n} X_{i}  \tag{2.12}\\
\widehat{\nu}(t) & :=\min \left\{n: \widehat{S}_{n}>t\right\} . \tag{2.13}
\end{align*}
$$

## 3. Insertion depth in a trie

A trie is a binary tree structure designed to store a set of strings. It is constructed from the strings by the following recursive procedure, see further e.g. Knuth [26, Section 6.3], Mahmoud [30, Chapter 5] or Szpankowski [41, Section 1.1]: If the set of strings is empty, then the trie is empty; if there is only one string, then the trie consists of a single node (the root), and the string is stored there; if there is more than one string, then the trie begins with a root, without any string stored, all strings that begin with 0 are passed to the left subtree of the root, and all strings that begin with 1 are passed to the right subtree. In the latter case, the subtrees are constructed recursively by the same procedure, with the only difference that at the $k$ th level, the strings are partitioned according to the $k$ th letter. We assume that the strings are distinct (in our random model, this holds with probability 1 ), and then the procedure terminates. Note that one string is stored in each leaf of the trie, and that no strings are stored in the remaining nodes. The leaves are also called external nodes and the remaining nodes are called internal nodes; note that every internal node has one or two children.

The trie is a finite subtree of the complete infinite binary tree $\mathcal{T}_{\infty}$, where the nodes can be labelled by finite strings $\boldsymbol{\alpha}=\alpha_{1} \cdots \alpha_{k} \in \mathcal{A}^{*}:=\bigcup_{k=0}^{\infty} \mathcal{A}^{k}$ (the root is the empty string). It is easily seen that a node $\alpha_{1} \cdots \alpha_{k}$ in $\mathcal{T}_{\infty}$ is an internal node of the trie if and only if there are at least 2 strings (in the given set) that start with $\alpha_{1} \cdots \alpha_{k}$, and (for $k \geq 1$ ) that $\alpha_{1} \cdots \alpha_{k}$ is an external node if and only if there is exactly one such string, and there is at least one other string beginning with $\alpha_{1} \cdots \alpha_{k-1}$.

Let $D_{n}$ be the depth ( $=$ path length) of the node containing a given string, for example the first, in the trie constructed from $n$ random strings $\Xi^{(1)}, \ldots, \Xi^{(n)}$. (By symmetry, any of the $n$ strings will have a depth with the same distribution.) Denoting the chosen string by $\Xi=\xi_{1} \xi_{2} \cdots$, the depth $D_{n}$ is thus at most $k$ if and only if no other of the strings begins with $\xi_{1} \cdots \xi_{k}$. Conditioning on the string $\Xi$, each of the other strings has this beginning with probability $P\left(\xi_{1} \cdots \xi_{k}\right)$, and thus by independence, recalling
(2.7),

$$
\begin{equation*}
\mathbb{P}\left(D_{n} \leq k \mid \Xi\right)=\left(1-P\left(\xi_{1} \cdots \xi_{k}\right)\right)^{n-1}=\left(1-e^{-S_{k}}\right)^{n-1} \tag{3.1}
\end{equation*}
$$

Let $X_{0}=X_{0}^{(n)}$ be a random variable, independent of $\Xi$, with the distribution

$$
\begin{equation*}
\mathbb{P}\left(X_{0}^{(n)}>x\right)=\left(1-e^{x} / n\right)_{+}^{n-1}=\left(1-e^{x-\ln n}\right)_{+}^{n-1}, \quad x \in(-\infty, \infty) \tag{3.2}
\end{equation*}
$$

As $n \rightarrow \infty$, this converges to $\exp \left(-e^{x}\right)$, and thus $X_{0}^{(n)} \xrightarrow{\mathrm{d}} X_{0}^{*}$, where $-X_{0}^{*}$ has the Gumbel distribution with $\mathbb{P}\left(-X_{0}^{*} \leq x\right)=\exp (-\exp (-x))$.

Remark 3.1. It is easily seen that $X_{0}^{(n)} \stackrel{\mathrm{d}}{=} \ln n-\max \left\{Z_{1}, \ldots, Z_{n-1}\right\}$, where $Z_{1}, Z_{2}, \ldots$ are i.i.d. $\operatorname{Exp}(1)$ random variables. Cf. Leadbetter, Lindgren and Rootzén [28, Example 1.7.2].

Using (3.2), we can rewrite (3.1) as

$$
\begin{equation*}
\mathbb{P}\left(D_{n} \leq k \mid \Xi\right)=\mathbb{P}\left(X_{0}^{(n)}>\ln n-S_{k} \mid \Xi\right) \tag{3.3}
\end{equation*}
$$

and thus, recalling (2.12) and (2.13),

$$
\begin{equation*}
\mathbb{P}\left(D_{n} \leq k\right)=\mathbb{P}\left(X_{0}>\ln n-S_{k}\right)=\mathbb{P}\left(\widehat{S}_{k}>\ln n\right)=\mathbb{P}(\widehat{\nu}(\ln n) \leq k) \tag{3.4}
\end{equation*}
$$

Since $k \geq 1$ is arbitrary, this shows that

$$
\begin{equation*}
D_{n} \stackrel{\mathrm{~d}}{=} \widehat{\nu}(\ln n) \tag{3.5}
\end{equation*}
$$

In the case $p=1 / 2, S_{k}=k \ln 2$ is non-random, and the only randomness in $\widehat{\nu}(\ln n)$ comes from $X_{0}$; in fact, it is easy to see that $\mathbb{P}\left(D_{n} \leq k\right) \rightarrow$ $\mathbb{P}\left(-X_{0}^{*} \leq t\right)$ if $k \rightarrow \infty$ and $n \rightarrow \infty$ along sequences such that $k \ln 2-\ln n \rightarrow$ $t \in(-\infty, \infty)$, see [18], [35], [30, Theorem 5.7], [29]. This result can also be expressed as $d_{\mathrm{TV}}\left(D_{n},\left\lceil\left(\ln n-X_{0}^{*}\right) / \ln 2\right\rceil\right) \rightarrow 0$ as $n \rightarrow \infty$, where $d_{\mathrm{TV}}$ denotes the total variation distance of the distributions, see [23, Example 4.5].

However, if $p \neq 1 / 2$, then each $X_{k}$ is truly random, which leads to larger dispersion of $D_{n}$. We can apply standard renewal theory theorems, see Theorems A.1-A. 4 in the appendix, and immediately obtain the following. For other, earlier proofs see Knuth [26, Sections 6.3 and 5.2], Pittel [34, 35] and Mahmoud [30, Section 5.5]. The Markov case is treated by Jacquet and Szpankowski [21], ergodic strings by Pittel [34], and a class of general dynamical sources by Clément, Flajolet and Vallée [7].

Theorem 3.2. For every $p \in(0,1)$,

$$
\begin{equation*}
\frac{D_{n}}{\ln n} \xrightarrow{\mathrm{p}} \frac{1}{H}, \tag{3.6}
\end{equation*}
$$

with $H$ the entropy given by (2.3). Moreover, the convergence holds in every $L^{r}, r<\infty$, too. Hence, all moments converge in (3.6) and

$$
\begin{equation*}
\mathbb{E} D_{n}^{r} \sim H^{-r}(\ln n)^{r}, \quad 0<r<\infty \tag{3.7}
\end{equation*}
$$

Theorem 3.3. More precisely:
(i) If $\ln p / \ln q$ is irrational, then, as $n \rightarrow \infty$,

$$
\begin{equation*}
\mathbb{E} D_{n}=\frac{\ln n}{H}+\frac{H_{2}}{2 H^{2}}+\frac{\gamma}{H}+o(1) . \tag{3.8}
\end{equation*}
$$

(ii) If $\ln p / \ln q$ is rational, then, as $n \rightarrow \infty$,

$$
\begin{equation*}
\mathbb{E} D_{n}=\frac{\ln n}{H}+\frac{H_{2}}{2 H^{2}}+\frac{\gamma}{H}+\psi_{1}(\ln n)+o(1) \tag{3.9}
\end{equation*}
$$

where $\psi_{1}(t)$ is a small continuous function, with period $d=\operatorname{gcd}(\ln p, \ln q)$ in $t$, given by

$$
\begin{equation*}
\psi_{1}(t):=-\frac{1}{H} \sum_{k \neq 0} \Gamma(-2 \pi \mathrm{i} k / d) e^{2 \pi \mathrm{i} k t / d} . \tag{3.10}
\end{equation*}
$$

Proof. The non-arithmetic case (3.8) follows directly from (3.5) and (A.4); we can replace $X_{0}^{(n)}$ by the limit $X_{0}^{*}$, and since the Gumbel variable $-X_{0}^{*}$ has characteristic function $\mathbb{E} e^{-\mathrm{i} t X_{0}^{*}}=\Gamma(1-\mathrm{i} t)$, we have $\mathbb{E} X_{0}^{*}=\Gamma^{\prime}(1)=-\gamma$.

In the arithmetic case, we use (A.6), together with Lemma A. 5 which yields
$\mathbb{E}\left\{\frac{t}{d}-\frac{X_{0}^{*}}{d}\right\}=\frac{1}{2}-\sum_{k \neq 0} \frac{\Gamma(1-2 \pi \mathrm{i} k / d)}{2 \pi k \mathrm{i}} e^{2 \pi \mathrm{i} k t / d}=\frac{1}{2}+\frac{1}{d} \sum_{k \neq 0} \Gamma(-2 \pi \mathrm{i} k / d) e^{2 \pi \mathrm{i} k t / d}$.

Theorem 3.4. Suppose that $p \in(0,1)$. Then, as $n \rightarrow \infty$,

$$
\begin{equation*}
\frac{D_{n}-H^{-1} \ln n}{\sqrt{\ln n}} \xrightarrow{\mathrm{~d}} N\left(0, \frac{\sigma^{2}}{H^{3}}\right), \tag{3.11}
\end{equation*}
$$

with $\sigma^{2}=H_{2}-H^{2}=p q(\ln p-\ln q)^{2}$. If $p \neq 1 / 2$, then $\sigma^{2}>0$ and this can be written as

$$
\begin{equation*}
D_{n} \sim \operatorname{AsN}\left(H^{-1} \ln n, H^{-3} \sigma^{2} \ln n\right) . \tag{3.12}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
\operatorname{Var} D_{n}=\frac{\sigma^{2}}{H^{3}} \ln n+o(\ln n) \tag{3.13}
\end{equation*}
$$

Remark 3.5. In the argument above, $X_{0}$ depends on $n$. This is a nuisance, although no real problem, see Theorem A.4. An alternative that avoids this problem is to Poissonize by considering a random number of strings. In this case it is simplest to consider $1+\operatorname{Po}(\lambda)$ strings, so that a selected string $\Xi$ is compared to a Poisson number $\operatorname{Po}(\lambda)$ of other strings, for a parameter $\lambda \rightarrow \infty$. Conditioned on $\Xi$, the number of other strings beginning with $\xi_{1} \cdots \xi_{k}$ then has the Poisson distribution $\operatorname{Po}\left(\lambda P\left(\xi_{1} \cdots \xi_{k}\right)\right)$. Thus we obtain instead of (3.3)-(3.4), now denoting the depth by $\widetilde{D}_{\lambda}$,

$$
\begin{aligned}
\mathbb{P}\left(\widetilde{D}_{\lambda} \leq k \mid \Xi\right) & =e^{-\lambda P\left(\xi_{1} \cdots \xi_{k}\right)}=e^{-\lambda e^{-S_{k}}}=e^{-e^{-\left(S_{k}-\ln \lambda\right)}} \\
& =\mathbb{P}\left(-X_{0}^{*}<S_{k}-\ln \lambda \mid \Xi\right)=\mathbb{P}\left(S_{k}+X_{0}^{*}>\ln \lambda \mid \Xi\right)
\end{aligned}
$$

and

$$
\mathbb{P}\left(\widetilde{D}_{\lambda} \leq k\right)=\mathbb{P}\left(S_{k}+X_{0}^{*}>\ln \lambda\right)=\mathbb{P}(\widehat{\nu}(\ln \lambda) \leq k)
$$

where $X_{0}:=X_{0}^{*}$ now is independent of $n$, and consequently $\widetilde{D}_{\lambda} \stackrel{\mathrm{d}}{=} \widehat{\nu}(\ln \lambda)$. We obtain the same asymptotics as for $D_{n}$ above, directly from Theorems A.1-A.3. It is in this case easy to depoissonize, by noting that $D_{n}$ is stochastically monotone in $n$, and derive the results for $D_{n}$ from the results for $\widetilde{D}_{\lambda}$ by choosing $\lambda=n \pm n^{2 / 3}$. More precisely, we find first, by Theorem A.3,

$$
\frac{\widetilde{D}_{\lambda}-H^{-1} \ln \lambda}{\sqrt{\ln \lambda}} \xrightarrow{\mathrm{~d}} N\left(0, \frac{\sigma^{2}}{H^{3}}\right)
$$

and thus taking $\lambda=n \pm n^{2 / 3}$, since $\ln \lambda-\ln n=O\left(n^{-1 / 3}\right)$,

$$
\frac{\widetilde{D}_{n \pm n^{2 / 3}}-H^{-1} \ln n}{\sqrt{\ln n}} \xrightarrow{\mathrm{~d}} N\left(0, \frac{\sigma^{2}}{H^{3}}\right) .
$$

Since $\mathbb{P}\left(\operatorname{Po}\left(n+n^{2 / 3}\right)>n\right) \rightarrow 1$ and $\mathbb{P}\left(\operatorname{Po}\left(n-n^{2 / 3}\right)<n\right) \rightarrow 1$, we can couple the variables such that with probability $1-o(1)$,

$$
\begin{equation*}
\widetilde{D}_{n-n^{2 / 3}} \leq D_{n} \leq \widetilde{D}_{n+n^{2 / 3}} \tag{3.14}
\end{equation*}
$$

and (3.11) follows. For (3.13) it then suffices to show uniform square integrability of $\left(D_{n}-H^{-1} \ln n\right) / \sqrt{\ln n}$, which easily follows from the corresponding result for $\widetilde{D}_{n \pm n^{2 / 3}}$ by conditioning on $\operatorname{Po}\left(n+n^{2 / 3}\right)>n$ and $\operatorname{Po}\left(n-n^{2 / 3}\right)<n$ and sandwiching as in (3.14).

## 4. Imbalance in tries

Mahmoud [31] studied the imbalance factor of a string in a trie, defined as the number of steps to the right minus the number of steps to the left in the path from the root to the leaf where the string is stored. We define

$$
Y_{i}:=2 \xi_{i}-1= \begin{cases}-1, & \xi_{1}=0 \\ +1, & \xi_{1}=1\end{cases}
$$

and denote the corresponding partial sums by $V_{k}:=\sum_{i=1}^{k} Y_{i}$. Thus the imbalance factor $\Delta_{n}$ of the string $\Xi$ in a random trie with $n$ strings is $V_{D_{n}}$, with $D_{n}$ as in Section 3 the depth of the string.

It follows immediately from (3.3) that (3.4) holds also conditioned on the sequence $\left(Y_{1}, Y_{2}, \ldots\right)$. As a consequence, for any $k$ and $v$,

$$
\mathbb{P}\left(D_{n}=k \mid V_{k}=v\right)=\mathbb{P}\left(\widehat{\nu}(\ln n)=k \mid V_{k}=v\right)
$$

which shows that

$$
\left(D_{n}, \Delta_{n}\right)=\left(D_{n}, V_{D_{n}}\right) \stackrel{\mathrm{d}}{=}\left(\widehat{\nu}(\ln n), V_{\widehat{\nu}(\ln n)}\right)
$$

In particular,

$$
\Delta_{n} \stackrel{\mathrm{~d}}{=} V_{\widehat{\nu}(\ln n)}
$$

We may apply Theorem A. 8 (and Remark A.9). A simple calculation yields $\operatorname{Var}\left(\mu_{X} Y_{1}-\mu_{Y} X_{1}\right)=p q(\ln p+\ln q)^{2}=p q \ln ^{2}(p q)$, and we obtain the central limit theorem by Mahmoud [30]:

Theorem 4.1. As $n \rightarrow \infty$,

$$
\Delta_{n} \sim \operatorname{AsN}\left(\frac{p-q}{H} \ln n, \frac{p q \ln ^{2}(p q)}{H^{3}} \ln n\right)
$$

## 5. The expected size of a trie

A trie built of $n$ strings as in Section 3 has $n$ external nodes, since each external node contains exactly one string. However, the number of internal nodes, $W_{n}$, say, is random. We will study its expectation. For simplicity we Poissonize directly and consider a trie constructed from $\operatorname{Po}(\lambda)$ strings; we let $\widetilde{W}_{\lambda}$ be the number of internal nodes. Results for a given number of strings then follow by comparison as in Remark 3.5. The results below have previously been found by other methods, in particular, more precise asymptotics have been found using Mellin transforms; see Knuth [26], Mahmoud [30], Fayolle, Flajolet, Hofri and Jacquet [13], and, in particular, Jacquet and Régnier [19, 20]. The Markov case is studied by Régnier [37] and dynamical sources by Clément, Flajolet and Vallée [7].

If $\boldsymbol{\alpha}=\alpha_{1} \cdots \alpha_{k}$ is a finite string, let $I(\boldsymbol{\alpha})$ be the indicator of the event that $\boldsymbol{\alpha}$ is an internal node in the trie. We found above that this event occurs if and only if there are at least two strings beginning with $\boldsymbol{\alpha}$. In our Poisson model, the number of strings beginning with $\boldsymbol{\alpha}$ has a Poisson distribution $\operatorname{Po}(\lambda P(\boldsymbol{\alpha}))$, and thus

$$
\begin{equation*}
\mathbb{E} \widetilde{W}_{\lambda}=\sum_{\boldsymbol{\alpha} \in \mathcal{A}^{*}} \mathbb{E} I(\boldsymbol{\alpha})=\sum_{\boldsymbol{\alpha} \in \mathcal{A}^{*}} \mathbb{P}(\operatorname{Po}(\lambda P(\boldsymbol{\alpha})) \geq 2)=\sum_{\boldsymbol{\alpha} \in \mathcal{A}^{*}} f(\lambda P(\boldsymbol{\alpha})) \tag{5.1}
\end{equation*}
$$

where

$$
\begin{equation*}
f(x):=\mathbb{P}(\operatorname{Po}(x) \geq 2)=1-(1+x) e^{-x} \tag{5.2}
\end{equation*}
$$

Sums of the type in (5.1) are often studied using Mellin transform inversion and residue calculus. Renewal theory presents an alternative. As said in the introduction, this opens the way to straightforward generalizations, e.g. to Markov sources, although we consider only memoryless sources in the present paper.

Theorem 5.1. Suppose that $f$ is a non-negative function on $(0, \infty)$, and that $F(\lambda)=\sum_{\boldsymbol{\alpha} \in \mathcal{A}^{*}} f(\lambda P(\boldsymbol{\alpha}))$, with $P(\boldsymbol{\alpha})$ given by (2.1). Assume further that $f$ is a.e. continuous and satisfies the estimates

$$
\begin{equation*}
f(x)=O\left(x^{2}\right), \quad 0<x<1, \quad \text { and } \quad f(x)=O(1), \quad 1<x<\infty \tag{5.3}
\end{equation*}
$$

Let $g(t):=e^{t} f\left(e^{-t}\right)$.
(i) If $\ln p / \ln q$ is irrational, then, as $\lambda \rightarrow \infty$,

$$
\begin{equation*}
\frac{F(\lambda)}{\lambda} \rightarrow \frac{1}{H} \int_{-\infty}^{\infty} g(t) \mathrm{d} t=\frac{1}{H} \int_{0}^{\infty} f(x) x^{-2} \mathrm{~d} x \tag{5.4}
\end{equation*}
$$

(ii) If $\ln p / \ln q$ is rational, then, as $\lambda \rightarrow \infty$,

$$
\begin{equation*}
\frac{F(\lambda)}{\lambda}=\frac{1}{H} \psi(\ln \lambda)+o(1) \tag{5.5}
\end{equation*}
$$

where, with $d:=\operatorname{gcd}(\ln p, \ln q)$ given by $(2.6), \psi$ is a bounded d-periodic function having the Fourier series

$$
\begin{equation*}
\psi(t) \sim \sum_{m=-\infty}^{\infty} \widehat{\psi}(m) e^{2 \pi \mathrm{i} m t / d} \tag{5.6}
\end{equation*}
$$

with

$$
\begin{equation*}
\widehat{\psi}(m)=\widehat{g}(-2 \pi m / d)=\int_{-\infty}^{\infty} e^{2 \pi \mathrm{i} m t / d} g(t) \mathrm{d} t=\int_{0}^{\infty} f(x) x^{-2-2 \pi \mathrm{i} m / d} \mathrm{~d} x \tag{5.7}
\end{equation*}
$$

Furthermore,

$$
\begin{equation*}
\psi(t)=d \sum_{k=-\infty}^{\infty} g(k d-t) \tag{5.8}
\end{equation*}
$$

If $f$ is continuous, then $\psi$ is too.
Proof. If $f_{0}(\boldsymbol{\alpha})$ is any non-negative function on $\mathcal{A}^{*}$, then, using (2.7), for each $k \geq 0$,

$$
\begin{aligned}
\sum_{\alpha_{1}, \ldots, \alpha_{k}} f_{0}\left(\alpha_{1} \cdots \alpha_{k}\right) & =\sum_{\alpha_{1}, \ldots, \alpha_{k}} \frac{f_{0}\left(\alpha_{1} \cdots \alpha_{k}\right)}{P\left(\alpha_{1} \cdots \alpha_{k}\right)} P\left(\alpha_{1} \cdots \alpha_{k}\right) \\
& =\mathbb{E} \frac{f_{0}\left(\xi_{1} \cdots \xi_{k}\right)}{P\left(\xi_{1} \cdots \xi_{k}\right)}=\mathbb{E}\left(e^{S_{k}} f_{0}\left(\xi_{1} \cdots \xi_{k}\right)\right)
\end{aligned}
$$

and thus,

$$
\begin{equation*}
\sum_{\boldsymbol{\alpha} \in \mathcal{A}^{*}} f_{0}(\boldsymbol{\alpha})=\sum_{k=0}^{\infty} \mathbb{E}\left(e^{S_{k}} f_{0}\left(\xi_{1} \cdots \xi_{k}\right)\right) \tag{5.9}
\end{equation*}
$$

With $f_{0}(\boldsymbol{\alpha})=f(\lambda P(\boldsymbol{\alpha}))$, we have $f_{0}\left(\xi_{1} \cdots \xi_{k}\right)=f\left(\lambda e^{-S_{k}}\right)$ and thus (5.9) yields, recalling (2.10),

$$
F(\lambda)=\sum_{\boldsymbol{\alpha} \in \mathcal{A}^{*}} f(\lambda P(\boldsymbol{\alpha}))=\sum_{k=0}^{\infty} \mathbb{E}\left(e^{S_{k}} f\left(\lambda e^{-S_{k}}\right)\right)=\int_{0}^{\infty} f\left(\lambda e^{-x}\right) e^{x} \mathrm{~d} U(x)
$$

Define further $f_{1}(x):=f(x) / x$; thus $g(t)=f_{1}\left(e^{-t}\right)$. Then,

$$
\begin{equation*}
F(\lambda)=\int_{0}^{\infty} \lambda f_{1}\left(\lambda e^{-x}\right) \mathrm{d} U(x)=\lambda \int_{0}^{\infty} g(x-\ln \lambda) \mathrm{d} U(x) \tag{5.10}
\end{equation*}
$$

We can now apply the key renewal theorem, Theorem A.7. The function $g$ is a.e. continuous and it follows from (5.3) that $g(t) \leq C e^{-|t|}$ for some $C$; hence $g$ is directly Riemann integrable on $(-\infty, \infty)$ by Lemma A.6. In the non-arithmetic case (i) we obtain (5.4) from (5.10) and (A.11), since $\mu=\mathbb{E} X_{i}=H$ by (2.3) and, with $x=e^{-t}$,

$$
\begin{equation*}
\int_{-\infty}^{\infty} g(t) \mathrm{d} t=\int_{-\infty}^{\infty} e^{t} f\left(e^{-t}\right) \mathrm{d} t=\int_{0}^{\infty} f(x) x^{-2} \mathrm{~d} x \tag{5.11}
\end{equation*}
$$

Similarly, the aritmetic case (ii) follows from (A.13) and (A.15)-(A.17) together with the calculation, generalizing (5.11),

$$
\widehat{g}(s)=\int_{-\infty}^{\infty} e^{-\mathrm{i} s t} g(t) \mathrm{d} t=\int_{-\infty}^{\infty} e^{(1-\mathrm{i} s) t} f\left(e^{-t}\right) \mathrm{d} t=\int_{0}^{\infty} f(x) x^{-2+\mathrm{i} s} \mathrm{~d} x
$$

(This equals the Mellin transform $\widetilde{f}(-1+\mathrm{i} s)$.)
Remark 5.2. The assumptions on $f$ may be weakened (with the same proof); it suffices that $f(x)=O\left(x^{1-\delta}\right)$ and $f(x)=O\left(x^{1+\delta}\right)$ for $x \in(0, \infty)$ and some $\delta>0$. If $f$ is continuous, it is obviously sufficient that these estimates hold for small and large $x$, respectively.

Returning to $\widetilde{W}_{\lambda}$, we obtain the following for the expected number of internal nodes in the Poisson trie.

Theorem 5.3. (i) If $\ln p / \ln q$ is irrational, then, as $\lambda \rightarrow \infty$,

$$
\begin{equation*}
\frac{\mathbb{E} \widetilde{W}_{\lambda}}{\lambda} \rightarrow \frac{1}{H} . \tag{5.12}
\end{equation*}
$$

(ii) If $\ln p / \ln q$ is rational, then, as $\lambda \rightarrow \infty$,

$$
\begin{equation*}
\frac{\mathbb{E} \widetilde{W}_{\lambda}}{\lambda}=\frac{1}{H}+\frac{1}{H} \psi_{2}(\ln \lambda)+o(1) \tag{5.13}
\end{equation*}
$$

where, with $d=\operatorname{gcd}(\ln p, \ln q)$, $\psi_{2}$ is a continuous $d$-periodic function with average 0 and Fourier expansion

$$
\psi_{2}(t)=\sum_{k \neq 0} \frac{\Gamma(1-2 \pi \mathrm{i} k / d)}{1+2 \pi \mathrm{i} k / d} e^{2 \pi \mathrm{i} k t / d}=\sum_{k \neq 0} \frac{2 \pi \mathrm{i} k}{d} \Gamma\left(-1-\frac{2 \pi \mathrm{i} k}{d}\right) e^{2 \pi \mathrm{i} k t / d}
$$

Proof. We apply Theorem 5.1 to (5.1). It follows from (5.2) that $f^{\prime}(x)=$ $x e^{-x}$. Thus, by an integration by parts, since $f(x) / x \rightarrow 0$ as $x \rightarrow 0$ and $x \rightarrow \infty$,

$$
\begin{equation*}
\int_{0}^{\infty} f(x) x^{-2} \mathrm{~d} x=\int_{0}^{\infty} f^{\prime}(x) x^{-1} \mathrm{~d} x=\int_{0}^{\infty} e^{-x} \mathrm{~d} x=1 \tag{5.14}
\end{equation*}
$$

Consequently, (5.12) follows from (5.4).
Similarly, (5.13) follows from (5.5), and the calculation, generalizing (5.14),

$$
\begin{aligned}
\widehat{g}(s) & =\int_{0}^{\infty} f(x) x^{-2+\mathrm{i} s} \mathrm{~d} x=(1-\mathrm{i} s)^{-1} \int_{0}^{\infty} f^{\prime}(x) x^{-1+\mathrm{i} s} \mathrm{~d} x \\
& =\frac{\Gamma(1+\mathrm{i} s)}{1-\mathrm{i} s}=-\mathrm{i} s \Gamma(-1+\mathrm{i} s)
\end{aligned}
$$

The case of a fixed number $n$ of strings is easily handled by comparison, and (5.12) and (5.13) imply the corresponding results for $W_{n}$ :

Theorem 5.4. (i) If $\ln p / \ln q$ is irrational, then, as $n \rightarrow \infty$,

$$
\frac{\mathbb{E} W_{n}}{n} \rightarrow \frac{1}{H} .
$$

(ii) If $\ln p / \ln q$ is rational, then, as $n \rightarrow \infty$, with $\psi_{2}$ as in Theorem 5.3,

$$
\frac{\mathbb{E} W_{n}}{n}=\frac{1}{H}+\frac{1}{H} \psi_{2}(\ln n)+o(1) .
$$

Proof. $\mathbb{E} W_{n}$ is increasing in $n$. Thus, first, because $\mathbb{P}(\operatorname{Po}(2 n) \geq n) \geq 1 / 2$, $\mathbb{E} \widetilde{W}_{2 n} \geq \frac{1}{2} \mathbb{E} W_{n}$, and thus $\mathbb{E} W_{n} \leq 2 \mathbb{E} \widetilde{W}_{2 n}=O(n)$. Secondly, using this estimate, the standard Chernoff concentration bounds for the Poisson distribution easily implies, with $\lambda_{ \pm}=n \pm n^{2 / 3}$, say, $\mathbb{E} \widetilde{W}_{\lambda_{-}}+o(n) \leq \mathbb{E} W_{n} \leq$ $\mathbb{E} \widetilde{W}_{\lambda_{+}}+o(n)$. The results then follow from Theorem 5.3.
Remark 5.5. It is well-known that the periodic function $\psi_{2}$ above, as in many similar results, fluctuates very little from its mean. In fact, the largest $d$ is obtained for $p=q=1 / 2$, when $d=\ln 2$. Since $\Gamma(1+\mathrm{i} s)$ decreases rapidly as $s \rightarrow \pm \infty$, the Fourier coefficients of $\psi_{2}(t)$ are very small; the largest (in absolute value) are $\left|\widehat{\psi_{2}}( \pm 1)\right|=|\Gamma(1+2 \pi \mathrm{i} / \ln 2)| /|1-2 \pi \mathrm{i} / \ln 2| \approx 0.542$. $10^{-6}$, so $\left|\psi_{2}(\ln n)\right|$ is at most about $10^{-6}$, and the oscillations $\psi_{2}(\ln n) / H$ of $\mathbb{E} W_{n} / n$ are bounded by $1.6 \cdot 10^{-6}$. (See for example [30, pp. 23-28].) Other choices of $p$ yield even smaller oscillations.

## 6. $b$-TRIES

As a variation, consider a $b$-trie, where each node can store $b$ strings, for some fixed integer $b \geq 1$; as before, the internal nodes do not contain any string. A finite string $\boldsymbol{\alpha}$ now is an internal node if and only if at least $b+1$ of the strings start with $\boldsymbol{\alpha}$. In the argument above we only have to replace (5.2) by

$$
\begin{equation*}
f(x):=\mathbb{P}(\operatorname{Po}(x) \geq b+1) ; \tag{6.1}
\end{equation*}
$$

thus $f^{\prime}(x)=\mathbb{P}(\operatorname{Po}(x)=b)=x^{b} e^{-x} / b$ ! and (5.11) yields, with an integration by parts as in (5.14), $\int_{-\infty}^{\infty} g(t) \mathrm{d} t=1 / b$. Hence, in the non-arithmetic case when $\ln p / \ln q$ is irrational, the expected number of internal nodes is $\mathbb{E} \widetilde{W}_{\lambda}^{(b)} \sim \lambda /(H b)$, as found by Jacquet and Régnier [19, 20]. In the arithmetic case, we obtain a periodic function $\psi$, now with Fourier expansion

$$
\psi(t)=\frac{1}{b!} \sum_{k \neq 0} \frac{\Gamma(b-2 \pi \mathrm{i} k / d)}{1+2 \pi \mathrm{i} k / d} e^{2 \pi \mathrm{i} k t / d}
$$

We can also analyze the external nodes. Let $Z_{j}$ be the number of nodes where exactly $j$ strings are stored, $j=1, \ldots, b$. A finite string $\alpha$ is one of these nodes if exactly $j$ of the stored strings begin with $\boldsymbol{\alpha}$, and at least $b-j+1$ other strings begin with $\boldsymbol{\alpha}^{\prime}$, the sibling of $\boldsymbol{\alpha}$ obtained by flipping the last letter. (We assume that there are at least $b$ strings, so we can ignore the root.)

Consider again the Poisson model. In the case when $\boldsymbol{\alpha}$ ends with 1, i.e., $\boldsymbol{\alpha}=\boldsymbol{\beta} 1$ for some $\boldsymbol{\beta}$, the probability of this event is, with $x=\lambda P(\boldsymbol{\beta})$, by independence in the Poisson model, $\mathbb{P}(\operatorname{Po}(p x)=j) \mathbb{P}(\operatorname{Po}(q x)>b-j)$. If $\boldsymbol{\alpha}=\boldsymbol{\beta} 0$, we similarly have the probability $\mathbb{P}(\operatorname{Po}(q x)=j) \mathbb{P}(\operatorname{Po}(p x)>b-j)$.

Summing over $\beta \in \mathcal{A}^{*}$, we thus obtain a sum of the type in Theorem 5.1 with $f$ replaced by

$$
\begin{aligned}
f_{j}(x) & =\mathbb{P}(\operatorname{Po}(p x)=j) \mathbb{P}(\operatorname{Po}(q x)>b-j)+\mathbb{P}(\operatorname{Po}(q x)=j) \mathbb{P}(\operatorname{Po}(p x)>b-j) \\
& =\frac{p^{j} x^{j}}{j!} e^{-p x}\left(1-\sum_{k=0}^{b-j} \frac{q^{k} x^{k}}{k!} e^{-q x}\right)+\frac{q^{j} x^{j}}{j!} e^{-q x}\left(1-\sum_{k=0}^{b-j} \frac{p^{k} x^{k}}{k!} e^{-p x}\right) \\
& =\frac{p^{j} x^{j}}{j!} e^{-p x}+\frac{q^{j} x^{j}}{j!} e^{-q x}-\sum_{k=0}^{b-j} \frac{\left(p^{j} q^{k}+q^{j} p^{k}\right) x^{j+k}}{j!k!} e^{-x} .
\end{aligned}
$$

We let $g_{j}(t):=e^{t} f_{j}\left(e^{-t}\right)$ and argue as above. The crucial constant in (5.4) and (5.11) is

$$
\begin{equation*}
c_{j}:=\int_{-\infty}^{\infty} g_{j}(t) \mathrm{d} t=\int_{0}^{\infty} f_{j}(x) x^{-2} \mathrm{~d} x . \tag{6.2}
\end{equation*}
$$

For $2 \leq j \leq b$, this gives

$$
\begin{align*}
c_{j} & =\frac{p^{j}}{j!} \int_{0}^{\infty} x^{j-2} e^{-p x} \mathrm{~d} x+\frac{q^{j}}{j!} \int_{0}^{\infty} x^{j-2} e^{-q x} \mathrm{~d} x-\sum_{k=0}^{b-j} \frac{p^{j} q^{k}+q^{j} p^{k}}{j!k!} \int_{0}^{\infty} x^{j+k-2} e^{-x} \mathrm{~d} x \\
& =\frac{p}{j!}(j-2)!+\frac{q}{j!}(j-2)!-\sum_{k=0}^{b-j} \frac{(j+k-2)!}{j!k!}\left(p^{j} q^{k}+q^{j} p^{k}\right) . \tag{6.3}
\end{align*}
$$

For $j=1$, we treat the terms with $k \geq 1$ in the same way, but the term with $k=0$ is combined with the first two terms to

$$
\begin{align*}
& \int_{0}^{\infty}\left(p x e^{-p x}+q x e^{-q x}-(p+q) x e^{-x}\right) x^{-2} \mathrm{~d} x \\
& \quad=p \int_{0}^{\infty} x^{-1}\left(e^{-p x}-e^{-x}\right) \mathrm{d} x+q \int_{0}^{\infty} x^{-1}\left(e^{-q x}-e^{-x}\right) \mathrm{d} x \tag{6.4}
\end{align*}
$$

To evaluate these integrals, we note that if $\Re z>0$, then

$$
\begin{equation*}
\int_{0}^{\infty} x^{z-1}\left(e^{-p x}-e^{-x}\right) \mathrm{d} x=\left(p^{-z}-1\right) \Gamma(z) . \tag{6.5}
\end{equation*}
$$

Since $\left|e^{-p x}-e^{-x}\right| \leq|1-p| x$, the left-hand side converges and is an analytic function of $z$ for complex $z$ with $\Re z>-1$; hence (6.5) holds for $\Re z>-1$ by analytic continuation. In particular, taking the limit as $z \rightarrow 0$,

$$
\begin{equation*}
\int_{0}^{\infty} x^{-1}\left(e^{-p x}-e^{-x}\right) \mathrm{d} x=\ln (1 / p) . \tag{6.6}
\end{equation*}
$$

Consequently, we obtain, by (6.3)-(6.6),

$$
c_{j}= \begin{cases}p \ln (1 / p)+q \ln (1 / q)-\sum_{k=1}^{b-1} \frac{1}{k}\left(p q^{k}+q p^{k}\right), & j=1,  \tag{6.7}\\ \frac{1}{j(j-1)}-\sum_{k=0}^{b-j} \frac{(j+k-2)!}{j!k!}\left(p^{j} q^{k}+q^{j} p^{k}\right), & 2 \leq j \leq b .\end{cases}
$$

Alternatively, using

$$
\begin{aligned}
f_{j}(x) & =\frac{p^{j} x^{j}}{j!} e^{-p x} \sum_{k=b-j+1}^{\infty} \frac{q^{k} x^{k}}{k!} e^{-q x}+\frac{q^{j} x^{j}}{j!} e^{-q x} \sum_{k=b-j+1}^{\infty} \frac{p^{k} x^{k}}{k!} e^{-p x} \\
& =\sum_{k=b-j+1}^{\infty} \frac{\left(p^{j} q^{k}+q^{j} p^{k}\right) x^{j+k}}{j!k!} e^{-x}
\end{aligned}
$$

we find

$$
\begin{equation*}
c_{j}=\sum_{k=b-j+1}^{\infty} \frac{(j+k-2)!}{j!k!}\left(p^{j} q^{k}+q^{j} p^{k}\right), \quad 1 \leq j \leq b \tag{6.8}
\end{equation*}
$$

More generally (except when $(j, s)=(1,0)$ ),

$$
\begin{align*}
\widehat{g}_{j}(s) & =\int_{0}^{\infty} f_{j}(x) x^{-2+\mathrm{i} s} \mathrm{~d} x \\
& =\frac{\Gamma(j-1+\mathrm{i} s)}{j!}\left(p^{1-\mathrm{i} s}+q^{1-\mathrm{i} s}\right)-\sum_{k=0}^{b-j} \frac{\Gamma(j+k-1+\mathrm{i} s)}{j!k!}\left(p^{j} q^{k}+q^{j} p^{k}\right) \tag{6.9}
\end{align*}
$$

If we use the notation $Z_{j n}$ for the trie with a fixed number $n$ of strings and $\widetilde{Z}_{j \lambda}$ for the Poisson model with $\operatorname{Po}(\lambda)$ strings, we obtain as above the following result for the number of external nodes that store $j$ strings.

Theorem 6.1. (i) If $\ln p / \ln q$ is irrational, then, as $n \rightarrow \infty$, for $j=$ $1, \ldots, b$,

$$
\frac{\mathbb{E} Z_{j n}}{n} \rightarrow \pi_{j}:=\frac{c_{j}}{H}
$$

with $c_{j}$ given by (6.7)-(6.8).
(ii) If $\ln p / \ln q$ is rational, then, as $n \rightarrow \infty$, for $j=1, \ldots, b$,

$$
\frac{\mathbb{E} Z_{j n}}{n}=\psi_{b j}(\ln n)+o(1)
$$

where $\psi_{b j}$ is a continuous d-periodic function, with d as in Theorem 5.3; $\psi_{b j}$ has average $\pi_{j}$ and Fourier expansion
$\psi_{b j}(t)=H^{-1} \sum_{k=-\infty}^{\infty} \widehat{g}_{j}(-2 \pi \mathrm{i} k / d) e^{2 \pi \mathrm{i} k t / d}=\pi_{j}+H^{-1} \sum_{k \neq 0} \widehat{g}_{j}(-2 \pi \mathrm{i} k / d) e^{2 \pi \mathrm{i} k t / d}$,
with $\widehat{g}_{j}$ given by (6.9). The same results (with $n$ replaced by $\lambda$ ) hold for $\widetilde{Z}_{j \lambda}$ in the Poisson model.

Proof. As just said, the Poisson case follows from Theorem 5.1, and it remains only to depoissonize. To do this, choose $\lambda=n$, and let $N \sim \operatorname{Po}(n)$ be the number of strings in the Poisson model. We couple the trie with $n$ strings and the Poisson trie with $N$ strings by starting with $\min (n, N)$ common strings. If we add a new string to the trie, it is either stored in an existing leaf or it converts a leaf to an internal node and adds two
new leafs (and possibly a chain of further internal nodes). Thus at most 3 leaves are affected, and each $Z_{j}$ changes by at most 3 . Since we add $\max (n, N)-\min (n, N)=|N-n|$ new strings, we have $\left|\widetilde{Z}_{j \lambda}-Z_{j n}\right| \leq 3|N-n|$ for each $j$, and thus $\left|\mathbb{E} \widetilde{Z}_{j \lambda}-\mathbb{E} Z_{j n}\right| \leq 3 \mathbb{E}|N-n|=O(\sqrt{n})$.

For example, for $b=2,3,4$ we have the following limits in the nonaritmetic case, and up to small oscillations also in the aritmetic case:

| $b$ | $\pi_{1}$ | $\pi_{2}$ | $\pi_{3}$ | $\pi_{4}$ |
| :---: | :---: | :---: | :---: | :---: |
| 2 | $1-\frac{2}{H} p q$ | $\frac{1}{H} p q$ |  |  |
| 3 | $1-\frac{5}{2 H} p q$ | $\frac{1}{2 H} p q$ | $\frac{1}{2 H} p q$ |  |
| 4 | $1-\frac{17}{6 H} p q+\frac{2}{3 H}(p q)^{2}$ | $\frac{1}{2 H} p q-\frac{1}{H}(p q)^{2}$ | $\frac{1}{6 H} p q+\frac{2}{3 H}(p q)^{2}$ | $\frac{1}{3 H} p q-\frac{1}{6 H}(p q)^{2}$ |

Note that $\sum_{1}^{b} j \pi_{j}=1$, or equivalently $\sum_{1}^{b} j c_{j}=H$, since the total number of strings in the leaves is $n$; this can also be verified from (6.7).

## 7. Patricia tries

Another version of the trie is the Patricia trie, where the trie is compressed by eliminating all internal nodes with only one child. (We use the notations above with a superscript $P$ for the Patricia case.) Since each internal node in the Patricia trie thus has exactly 2 children, the number of internal nodes is one less than the number of external nodes, i.e. $W_{n}^{P}=n-1$ for a Patricia trie with $n$ strings.

As another illustration of Theorem 5.1, we note that this trivial result, to the first order at least, also can be derived as above. The condition for a finite string $\boldsymbol{\alpha}$ to be an internal node of the Patricia trie is that there is at least one string beginning with $\boldsymbol{\alpha} 0$ and at least one string beginning with $\boldsymbol{\alpha} 1$. In the Poisson model, the number of strings with these beginnings are independent Poisson random variables with means $\lambda P(\boldsymbol{\alpha} 0)=\lambda q P(\boldsymbol{\alpha})$ and $\lambda P(\boldsymbol{\alpha} 1)=$ $\lambda p P(\boldsymbol{\alpha})$, and we can argue as above with $f(x)=\left(1-e^{-p x}\right)\left(1-e^{-q x}\right)$. In this case, $\int_{-\infty}^{\infty} g(t) \mathrm{d} t=\int_{0}^{\infty} f(x) x^{-2}=-p \ln p-q \ln q=H$, which implies $\mathbb{E} \widetilde{W}_{\lambda}^{P} \sim \lambda$ and $\mathbb{E} W_{n}^{P} \sim n$ in the non-arithmetic case. Moreover, we know that this holds in the arithmetic case too, without oscillations, which means that $\widehat{\psi}(m)=0$ for $m \neq 0$ in (5.6)-(5.7). Indeed, for example by integration by parts,

$$
\begin{aligned}
\widehat{g}(s) & =\int_{0}^{\infty} f(x) x^{-2+\mathrm{i} s} \mathrm{~d} x=\int_{0}^{\infty} x^{-2+\mathrm{i} s}\left(1-e^{-p x}-e^{-q x}+e^{-x}\right) \mathrm{d} x \\
& =\left(1-p^{1-\mathrm{i} s}-q^{1-\mathrm{i} s}\right) \Gamma(-1+\mathrm{i} s)
\end{aligned}
$$

and thus $\widehat{\psi}(m)=\widehat{g}(-2 \pi m / d)=0$ for $m \neq 0$.
We can also consider a Patricia $b$-trie, and obtain the asymptotics of the expected number of internal nodes in a similar way, but it is simpler to use the result in Theorem 6.1 and the fact that the number of internal nodes
is $\sum_{j=1}^{b} Z_{j n}^{P}-1=\sum_{j=1}^{b} Z_{j n}-1$; in the non-arithmetic case this yields the asymptotics $\left(\sum_{j=1}^{b} \pi_{j}\right) n$.

The number of internal nodes in the Patricia trie is reduced to $n-1$ from about $n / H$ in the trie (see Theorem 5.4, and ignore the small oscillations in the arithmetic case); this is a reduction by a factor $H$ which is at most $\ln 2 \approx 0.693$, in other words a reduction with at least $30 \%$. Nevertheless, the reduction in the path length to a given string is negligible. In fact, if we for simplicity, as in Section 3, consider $1+\operatorname{Po}(\lambda)$ strings, with one selected string $\Xi$, then a string $\boldsymbol{\alpha}$ is an internal node on the path in the trie from the root to $\Xi$ such that $\boldsymbol{\alpha}$ does not appear in the Patricia trie if and only if $\Xi$ begins with $\boldsymbol{\alpha}$, and further, either $\Xi$ begins with $\boldsymbol{\alpha} 0$, there is at least one other such string, and there is no string beginning with $\boldsymbol{\alpha} 1$, or, conversely, $\Xi$ and at least one other string begins with $\alpha 1$ but no string begins with $\boldsymbol{\alpha} 0$. The probability of this is $\lambda^{-1} f(x)$ with $x=\lambda P(\boldsymbol{\alpha})$ and

$$
\begin{equation*}
f(x):=x q\left(1-e^{-q x}\right) e^{-p x}+x p\left(1-e^{-p x}\right) e^{-q x} \tag{7.1}
\end{equation*}
$$

Hence, if $\Delta D_{\lambda}:=D_{\lambda}-D_{\lambda}^{P}$ is difference between the path lengths to $\Xi$ in the trie and in the Patricia trie, then $\mathbb{E} \Delta D_{\lambda}=\lambda^{-1} \sum_{\boldsymbol{\alpha}} f(\lambda P(\boldsymbol{\alpha}))$ and Theorem 5.1 yields

$$
\begin{aligned}
\mathbb{E} \Delta D_{\lambda} & \rightarrow \frac{1}{H} \int_{0}^{\infty} f(x) x^{-2} \mathrm{~d} x \\
& =\frac{q}{H} \int_{0}^{\infty} \frac{e^{-p x}-e^{-x}}{x} \mathrm{~d} x+\frac{p}{H} \int_{0}^{\infty} \frac{e^{-q x}-e^{-x}}{x} \mathrm{~d} x \\
& =\frac{-q \ln p-p \ln q}{H}
\end{aligned}
$$

This holds also in the arithmetic case, since (7.1) and (6.5) show that the Fourier coefficients $\widehat{\psi}(m)$ in (5.7) are given by

$$
\begin{aligned}
\widehat{\psi}(m) & =q \int_{0}^{\infty} x^{-1-2 \pi \mathrm{i} m / d}\left(e^{-p x}-e^{-x}\right) \mathrm{d} x+p \int_{0}^{\infty} x^{-1-2 \pi \mathrm{i} m / d}\left(e^{-q x}-e^{-x}\right) \mathrm{d} x \\
& =q\left(p^{2 \pi \mathrm{i} m / d}-1\right) \Gamma(-2 \pi \mathrm{i} m / d)+p\left(q^{2 \pi \mathrm{i} m / d}-1\right) \Gamma(-2 \pi \mathrm{i} m / d)=0
\end{aligned}
$$

for integer $m \neq 0$, since $p^{2 \pi \mathrm{i} m / d}=e^{2 \pi \mathrm{i} m \ln p / d}=1=q^{2 \pi \mathrm{i} m / d}$ by (2.6). (This is an interesting example of cancellation in an arithmetic case where we would expect oscillations.) Hence the expected saving is 1 for $p=1 / 2$, and $O(1)$ for any fixed $p$. (This is $o\left(\mathbb{E} D_{\lambda}\right)$ and thus asymptotically negligible.)

Again, we can depoissonize by considering $\lambda=n \pm n^{2 / 3}$, and we obtain the same result for a fixed number $n$ of strings. Together with Theorem 3.3, we obtain the following, earlier found by Szpankowski [40], see also Knuth [26, Section 6.3] ( $p=1 / 2$ ) and Rais, Jacquet and Szpankowski [36]. (Dynamical sources are considered by Bourdon [5].)

Theorem 7.1. For the expected depth $\mathbb{E} D_{n}^{P}$ in a Patricia trie:
(i) If $\ln p / \ln q$ is irrational, then, as $n \rightarrow \infty$,

$$
\mathbb{E} D_{n}^{P}=\frac{\ln n}{H}+\frac{H_{2}}{2 H^{2}}+\frac{\gamma+q \ln p+p \ln q}{H}+o(1)
$$

(ii) If $\ln p / \ln q$ is rational, then, as $n \rightarrow \infty$,

$$
\mathbb{E} D_{n}^{P}=\frac{\ln n}{H}+\frac{H_{2}}{2 H^{2}}+\frac{\gamma+q \ln p+p \ln q}{H}+\psi_{1}(\ln n)+o(1)
$$

where $\psi_{1}(t)$ is a small continuous function, with period $d$ in $t$, given by (3.10).

## 8. Insertion in a trie

When a new string is inserted in a trie, it becomes a new external node; it may also create one or several new internal nodes. Let $N \geq 0$ be the number of new internal nodes.

Theorem 8.1. As $n \rightarrow \infty$,

$$
\begin{aligned}
& \mathbb{P}(N=0)=1-\frac{2 p q}{H}-\psi_{3}(\ln n)+o(1) \\
& \mathbb{P}(N=j)=\left(\frac{2 p q}{H}+\psi_{3}(\ln n)\right) 2 p q(1-2 p q)^{j-1}+o(1), \quad j \geq 1
\end{aligned}
$$

where $\psi_{3}=0$ in the non-arithmetic case, while in the d-arithmetic case

$$
\psi_{3}(t)=\frac{2 p q}{H} \sum_{k \neq 0} \Gamma\left(1-\frac{2 \pi \mathrm{i} k}{d}\right) e^{2 \pi \mathrm{i} k t / d}
$$

Further,

$$
\begin{equation*}
\mathbb{E} N=\frac{1}{H}+\frac{1}{2 p q} \psi_{3}(\ln n)+o(1) \tag{8.1}
\end{equation*}
$$

The same results hold in the Poisson case (with $n$ replaced by $\lambda$ ).
Proof. Consider first the Poisson case, with insertion of $\Xi$ in a trie with $\operatorname{Po}(\lambda)$ other strings.

Let $K$ be the length of the longest prefix of $\Xi$ that is shared with at least two strings already existing in the trie; this is the depth of the last internal node (in the existing trie) that the new string encounters while being inserted.

There is either no existing string with the same $K+1$ first letters as $\Xi$, or exactly one such string. In the first case, $\Xi$ is inserted at depth $K+1$ without creating any new internal nodes, so $N=0$.

In the second case, we have reached an external node, which is converted into an internal node, and the string that was stored there is displaced and instead stored, together with the new string, at the end of a sequence of $N \geq 1$ new internal nodes, where $N$ is the number of common letters, after the $K$ first, in these two strings.

Thus, conditioned on $N \geq 1, N$ has a geometric distribution:

$$
\begin{equation*}
\mathbb{P}(N=j)=\mathbb{P}(N \geq 1)\left(p^{2}+q^{2}\right)^{j-1} \cdot 2 p q, \quad j \geq 1 \tag{8.2}
\end{equation*}
$$

Since further $\mathbb{P}(N=0)=1-\mathbb{P}(N \geq 1)$, it suffices to find $\mathbb{P}(N \geq 1)$.
For a given $k$, the event $N \geq 1, K=k$ and, say, $\xi_{K+1}=1$, happens if and only if $\xi_{k+1}=1$ and there is exactly one existing string beginning with $\xi_{1} \cdots \xi_{k} 1$ and at least one beginning with $\xi_{1} \cdots \xi_{k} 0$. The conditional probability of this given $\alpha:=\xi_{1} \cdots \xi_{k}$ is

$$
\mathbb{P}\left(\xi_{k+1}=1\right) \mathbb{P}(\operatorname{Po}(\lambda P(\alpha) q) \geq 1) \mathbb{P}(\operatorname{Po}(\lambda P(\alpha) p)=1)=f_{1}(\lambda P(\alpha))
$$

with

$$
f_{1}(x)=p\left(1-e^{q x}\right)\left(p x e^{-p x}\right)=p^{2} x e^{-p x}-p^{2} x e^{-x}
$$

Thus,

$$
\begin{aligned}
\mathbb{P}\left(N \geq 1, K=k \text { and } \xi_{K+1}=1\right) & =\mathbb{E} f_{1}\left(\lambda \mathbb{P}\left(\xi_{1} \cdots \xi_{k}\right)\right)=\mathbb{E} f_{1}\left(\lambda e^{-S_{k}}\right) \\
& =\mathbb{E} f_{1}\left(e^{-\left(S_{k}-\ln \lambda\right)}\right)
\end{aligned}
$$

and, summing over $k$ and using (2.11),
$\mathbb{P}\left(N \geq 1\right.$ and $\left.\xi_{K+1}=1\right)=\sum_{k=0}^{\infty} \mathbb{E} f_{1}\left(e^{-\left(S_{k}-\ln \lambda\right)}\right)=\int_{0}^{\infty} f_{1}\left(e^{-(x-\ln \lambda)}\right) \mathrm{d} U(x)$.
The function $g_{1}(x):=f_{1}\left(e^{-x}\right)$ is directly Riemann integrable on $(-\infty, \infty)$ by Lemma A. 6 (because $f_{1}(x)=O\left(x \wedge x^{-1}\right)$ ), and thus the key renewal theorem Theorem A. 7 yields

$$
\begin{equation*}
\mathbb{P}\left(N \geq 1 \text { and } \xi_{K+1}=1\right)=\frac{1}{H} \int_{-\infty}^{\infty} g_{1}(x) \mathrm{d} x+\psi_{31}(\ln \lambda)+o(1) \tag{8.3}
\end{equation*}
$$

where $\psi_{31}(t)=0$ in the non-arithmetic case and

$$
\begin{equation*}
\psi_{31}(t)=\frac{1}{H} \sum_{m \neq 0} \widehat{g}_{1}(-2 \pi m / d) e^{2 \pi \mathrm{i} m t / d} \tag{8.4}
\end{equation*}
$$

in the arithmetic case.
Routine integrations yield

$$
\begin{equation*}
\int_{-\infty}^{\infty} g_{1}(x) \mathrm{d} x=\int_{0}^{\infty} f_{1}(y) \frac{\mathrm{d} y}{y}=\int_{0}^{\infty}\left(p^{2} e^{-p y}-p^{2} e^{-y}\right) \mathrm{d} y=p-p^{2}=p q \tag{8.5}
\end{equation*}
$$

and, more generally,

$$
\widehat{g}_{1}(s)=\int_{-\infty}^{\infty} e^{-\mathrm{i} s x} g_{1}(x) \mathrm{d} x=\int_{0}^{\infty} f_{1}(y) y^{\mathrm{i} s-1} \mathrm{~d} y=\left(p^{1-\mathrm{i} s}-p^{2}\right) \Gamma(1+\mathrm{i} s)
$$

thus in the arithmetic case, since $p^{2 \pi \mathrm{i} m / d}=1$ for integers $m$,

$$
\begin{equation*}
\widehat{g}_{1}(-2 \pi m / d)=p q \Gamma(1-2 \pi m \mathrm{i} / d) \tag{8.6}
\end{equation*}
$$

By symmetry, (8.3) implies, for similarly defined $g_{0}$ and $\psi_{0}$,

$$
\begin{equation*}
\mathbb{P}\left(N \geq 1 \text { and } \xi_{K+1}=0\right)=\frac{1}{H} \int_{-\infty}^{\infty} g_{0}(x) \mathrm{d} x+\psi_{30}(\ln \lambda)+o(1) \tag{8.7}
\end{equation*}
$$

where, noting that (8.5) and (8.6) are symmetric in $p$ and $q, \int_{-\infty}^{\infty} g_{0}(x) \mathrm{d} x=$ $p q$ and $\psi_{30}=\psi_{31}$.

Consequently, summing (8.3) and (8.7), with $\psi_{3}:=\psi_{30}+\psi_{31}=2 \psi_{31}$,

$$
\begin{equation*}
\mathbb{P}(N \geq 1)=\frac{2 p q}{H}+\psi_{3}(\ln \lambda)+o(1) \tag{8.8}
\end{equation*}
$$

The result in the Poisson case now follows from (8.2), (8.4), (8.6) and (8.8). For the mean we have by (8.2) and (8.8),

$$
\mathbb{E} N=\sum_{j=0}^{\infty} j \mathbb{P}(N=j)=\frac{1}{2 p q} \mathbb{P}(N \geq 1)=\frac{1}{H}+\frac{1}{2 p q} \psi_{3}(\ln \lambda)+o(1)
$$

To depoissonize, consider first adding $\Xi$ to a trie with $\operatorname{Po}\left(n-n^{2 / 3}\right)$ strings, and then increase the family by adding $\operatorname{Po}\left(n^{2 / 3}\right)$ further strings; it is easily seen that with probability $1-O\left(\lambda^{-1 / 3}\right)=1-o(1)$, this does not change the place where $\Xi$ is inserted, and thus not $N$. The same holds for all intermediate tries, in particular for the one with exactly $n$ strings if there is one, which there is w.h.p. because $\mathbb{P}\left(\operatorname{Po}\left(n-n^{2 / 3}\right) \leq n\right) \rightarrow 1$ and $\mathbb{P}(\operatorname{Po}(n+$ $\left.\left.n^{2 / 3}\right) \geq n\right) \rightarrow 1$. Hence the variable $N$ is w.h.p. the same for $n$ strings and for $\operatorname{Po}(n)$ strings.

It is easily verified that, at least if we ignore the error terms, the expected number of new internal nodes added for each new string given by (8.1) coincides with the derivative of $\mathbb{E} W_{\lambda}=\frac{\lambda}{H}+\frac{\lambda}{H} \psi_{2}(\ln \lambda)+o(\lambda)$ given by (5.13), as it should.

Remark 8.2. Christophi and Mahmoud [6] studied random climbing in random tries, taking (in one version) steps left or right with probabilities $p$ and $q$; this is like inserting a new node but without moving any old one. The length of the climb is thus $D_{n}$ when $N=0$ or 1 but $D_{n}-(N-1)$ when $N \geq 1$.

The average climb length found by Christophi and Mahmoud [6] for this version thus follows from Theorems 3.3 and 8.1.

## 9. Tunstall and Khodak codes

Tunstall and Khodak codes are variable-to-fixed length codes that are used in data compression. We give a brief description here. We refer to Savari and Gallager [39] for a treatment of Markov sources by similar methods. See [10], [11] and the survey [42] for more details and references, as well as for an analysis using Mellin transforms.

We recall first the general situation. The idea is that an infinite string can be parsed as a unique sequence of nonoverlapping phrases belonging to a certain (finite) dictionary $\mathcal{D}$. (For simplicity, we do not consider plurally parsable dictionaries, see Savari [38].) Each phrase in the dictionary then can be represented by a binary number of fixed length $\ell$; if there are $M$ phrases in the dictionary we take $\ell:=\lceil\lg M\rceil$.

Note first that a set of phrases is a dictionary allowing a unique parsing in the way just described if and only if every infinite string has exactly one
prefix in the dictionary. Equivalently, the phrases in the dictionary have to be the external nodes of a trie where every internal node has two children (so the Patricia trie is the same); this trie is the parsing tree.

By a random phrase we mean a phrase distributed as the unique initial phrase in a random infinite string $\Xi$. Thus a phrase $\boldsymbol{\alpha}$ in the dictionary $\mathcal{D}$ is chosen with probability $P(\boldsymbol{\alpha})$. We let the random variable $L$ be the length of a random phrase.

If we parse an infinite i.i.d. string $\Xi$, the successive phrases will be independent with this distributions. Hence, if $K_{N}$ is the (random) number of phrases required to code the $N$ first letters $\xi_{1} \cdots \xi_{N}$, then, see Appendix A and (2.8), $K_{N}=\nu(N-1)$ for a renewal process where the increments $X_{i}$ are independent copies of $L$. Consequently, as $N \rightarrow \infty$, by Theorem A.1,

$$
\begin{equation*}
\frac{K_{N}}{N} \xrightarrow{\text { a.s. }} \frac{1}{\mathbb{E} L} \quad \text { and } \quad \frac{\mathbb{E} K_{N}}{N} \rightarrow \frac{1}{\mathbb{E} L} \text {. } \tag{9.1}
\end{equation*}
$$

We obtain also convergence of higher moments and, by Theorem A.3, a central limit theorem for $K_{N}$. The expected number of bits required to code a string of length $N$ is thus

$$
\ell \mathbb{E} K_{N} \sim \frac{\ell N}{\mathbb{E} L}=\frac{\lceil\lg M\rceil}{\mathbb{E} L} N
$$

For simplicity, we consider the ratio $\kappa:=\lg M / \mathbb{E} L$, and call it the compression rate. (One objective of the code is to make this ratio small.)

In Khodak's construction of such a dictionary, we fix a threshold $r \in(0,1)$ and construct a parsing tree as the subtree of the complete infinite binary tree such that the internal nodes are the strings $\boldsymbol{\alpha}=\alpha_{1} \cdots \alpha_{k}$ with $P(\boldsymbol{\alpha}) \geq r$; the external nodes are thus the strings $\boldsymbol{\alpha}$ such that $P(\boldsymbol{\alpha})<r$ but the parent, $\boldsymbol{\alpha}^{\prime}$ say, has $P\left(\boldsymbol{\alpha}^{\prime}\right) \geq r$. The phrases in the Khodak code are the external nodes in this tree. For convenience, we let $R=1 / r>1$. Let $M=M(R)$ be the number of phrases in the Khodak code.

In Tunstall's construction, we are instead given a number $M$. We start with the empty phrase and then iteratively $M-1$ times replace a phrase $\boldsymbol{\alpha}$ having maximal $P(\boldsymbol{\alpha})$ by its two children $\boldsymbol{\alpha} 0$ and $\boldsymbol{\alpha} 1$.

It is easily seen that Khodak's construction with some $r>0$ gives the same result as Tunstall's with $M=M(R)$. Conversely, a Tunstall code is almost a Khodak code, with $r$ chosen as the smallest $P(\boldsymbol{\alpha})$ for a proper prefix $\boldsymbol{\alpha}$ of a phrase; the difference is that Tunstall's construction handles ties more flexibly; there may be some phrases too with $P(\boldsymbol{\alpha})=r$. Thus, Tunstall's construction may give any desired number $M$ of phrases, while Khodak's does not. We will see that in the non-arithmetic case, this difference is asymptotically negligible, while it is important in the arithmetic case. (This is very obvious if $p=q=1 / 2$, when Khodak's code always gives a dictionary size $M$ that is a power of 2 .)

Let us first consider the number of phrases, $M=M(R)$, in Khodak's construction with a threshold $r=1 / R$. This is a purely deterministic problem, but we may nevertheless apply our probabilistic renewal theory arguments.

In fact, $M$, the number of leafs in the parsing tree, equals $1+$ the number of internal nodes. Thus, $M=1+\sum_{\boldsymbol{\alpha}} f(R P(\boldsymbol{\alpha}))$ with $f(x):=\mathbf{1}[x \geq 1]$, and we may apply Theorem 5.1.

Theorem 9.1. Consider the Khodak code with threshold $r=1 / R$.
(i) If $\ln p / \ln q$ is irrational, then, as $R \rightarrow \infty$,

$$
\frac{M(R)}{R} \rightarrow \frac{1}{H}
$$

(ii) If $\ln p / \ln q$ is rational, then, as $R \rightarrow \infty$,

$$
\frac{M(R)}{R}=\frac{1}{H} \cdot \frac{d}{1-e^{-d}} e^{-d\{(\ln R) / d\}}+o(1)
$$

Proof. The non-arithmetic case follows directly from Theorem 5.1(i), since $\int_{0}^{\infty} f(x) x^{-2} \mathrm{~d} x=\int_{1}^{\infty} x^{-2} \mathrm{~d} x=1$.

In the arithmetic case, we use (5.8). Since $g(t)=e^{t} \mathbf{1}[t \leq 0]$, the sum in (5.8) is a geometric series that can be summed directly:

$$
\psi(t)=d \sum_{k d \leq t} e^{k d-t}=\frac{d}{1-e^{-d}} e^{d\lfloor t / d\rfloor-t}=\frac{d}{1-e^{-d}} e^{-d\{t / d\}}
$$

Remark 9.2. In the arithmetic case (ii), $\ln P(\alpha)$ is a multiple of $d$ for any string $\alpha$. Hence $M(R)$ jumps only when $R \in\left\{e^{k d}: k \geq 0\right\}$, and it suffices to consider such $R$. For these $R$, the result can be written

$$
\begin{equation*}
M(R) \sim \frac{1}{H} \frac{d}{1-e^{-d}} R, \quad \ln R \in d \mathbb{Z} \tag{9.2}
\end{equation*}
$$

Next, consider the length $L$ of a random phrase. We will use the notation $L_{M}^{\top}$ for a Tunstall code with $M$ phrases and $L_{R}^{\mathrm{K}}$ for a Khodak code with threshold $r=1 / R$.

Consider first the Khodak code. By construction, given a random string $\Xi=\xi_{1} \xi_{2} \cdots$, the first phrase in it is $\xi_{1} \cdots \xi_{n}$ where $n$ is the smallest integer such that $P\left(\xi_{1} \cdots \xi_{n}\right)=e^{-S_{n}}<r=e^{-\ln R}$. Hence, by (2.8),

$$
\begin{equation*}
L_{R}^{\mathrm{K}}=\nu(\ln R) \tag{9.3}
\end{equation*}
$$

Hence, Theorems A.1-A. 3 immediately yield the following (as well as convergence of higher moments).

Theorem 9.3. For the Khodak code, the following holds as $R \rightarrow \infty$, with $\sigma^{2}=H_{2}-H^{2}=p q \ln ^{2}(p / q)$ :

$$
\begin{align*}
\frac{L_{R}^{\mathrm{K}}}{\ln R} & \xrightarrow{\text { a.s. }} \frac{1}{H},  \tag{9.4}\\
L_{R}^{\mathrm{K}} & \sim \operatorname{AsN}\left(\frac{\ln R}{H}, \frac{\sigma^{2}}{H^{3}} \ln R\right),  \tag{9.5}\\
\operatorname{Var} L_{R}^{\mathrm{K}} & \sim \frac{\sigma^{2}}{H^{3}} \ln R . \tag{9.6}
\end{align*}
$$

If $\ln p / \ln q$ is irrational, then

$$
\begin{equation*}
\mathbb{E} L_{R}^{\mathrm{K}}=\frac{\ln R}{H}+\frac{H_{2}}{2 H^{2}}+o(1) \tag{9.7}
\end{equation*}
$$

If $\ln p / \ln q$ is rational, then, with $d:=\operatorname{gcd}(\ln p, \ln q)$ given by (2.6),

$$
\begin{equation*}
\mathbb{E} L_{R}^{\mathrm{K}}=\frac{\ln R}{H}+\frac{H_{2}}{2 H^{2}}+\frac{d}{H}\left(\frac{1}{2}-\left\{\frac{\ln R}{d}\right\}\right)+o(1) \tag{9.8}
\end{equation*}
$$

In the arithmetic case, as said in Remark 9.2, it suffices to consider thresholds such that $-\ln r=\ln R$ is a multiple of $d$; in this case (9.8) becomes

$$
\begin{equation*}
\mathbb{E} L_{R}^{\mathrm{K}}=\frac{\ln R}{H}+\frac{H_{2}}{2 H^{2}}+\frac{d}{2 H}+o(1) \tag{9.9}
\end{equation*}
$$

We analyze the Tunstall code by comparing it to the Khodak code. Thus, suppose that $M$ is given, and increase $R$ (decrease $r$ ) until we find a Khodak code with $M(R) \geq M$ phrases. (By our definitions, $M(R)$ is rightcontinuous, so a smallest such $R$ exists.) Let $M_{+}:=M(R) \geq M$ and $M_{-}:=$ $M(R-)<M$. Thus, there are $M_{+}-1$ strings $\alpha$ with $P(\alpha) \geq r=R^{-1}$, and $M_{-}-1$ strings with $P(\alpha)>r$; consequently there are $M_{+}-M_{-}$strings with $P(\alpha)=r$. The strings with $P(\alpha)=r$ are not parsing phrases in the Khodak code (while all their children are), but we use some of them in the Tunstall code to achieve exactly $M$ parsing phrases. Since each of these strings replaces two parsing phrases in the Khodak code, the total number of parsing phrases decreases by 1 for each used string with $P(\alpha)=r$, and thus the Tunstall code uses $M(R)-M=M_{+}-M$ parsing phrases with $P(\alpha)=r$. The length $L_{M}^{\top}$ of a random phrase, realized as the first phrase in $\Xi$, equals $L_{R}^{\mathrm{K}}$ unless $\Xi$ begins with one of the phrases $\alpha$ in the Tunstall code with $P(\alpha)=r$, in which case $L_{M}^{\top}=L_{R}^{\mathrm{K}}-1$. The probability of the latter event is evidently $P(\alpha)=r$ for each such $\alpha$, and is thus $(M(R)-M) r$. Consequently, with $R$ as above,

$$
\begin{equation*}
L_{M}^{\top}=L_{R}^{\mathrm{K}}-\Delta_{M} \tag{9.10}
\end{equation*}
$$

where $\Delta_{M} \in\{0,1\}$ and $\mathbb{P}\left(\Delta_{M}=1\right)=(M(R)-M) / R$. We can now find the results for $L_{M}^{\top}$ :

Theorem 9.4. For the Tunstall code, the following holds as $M \rightarrow \infty$, with $\sigma^{2}=H_{2}-H^{2}=p q \ln ^{2}(p / q):$

$$
\begin{align*}
\frac{L_{M}^{\top}}{\ln M} & \xrightarrow{\text { a.s. }} \frac{1}{H}  \tag{9.11}\\
L_{M}^{\top} & \sim \operatorname{AsN}\left(\frac{\ln M}{H}, \frac{\sigma^{2}}{H^{3}} \ln M\right),  \tag{9.12}\\
\operatorname{Var} L_{M}^{\top} & \sim \frac{\sigma^{2}}{H^{3}} \ln M . \tag{9.13}
\end{align*}
$$

If $\ln p / \ln q$ is irrational, then

$$
\begin{equation*}
\mathbb{E} L_{M}^{\top}=\frac{\ln M}{H}+\frac{\ln H}{H}+\frac{H_{2}}{2 H^{2}}+o(1) \tag{9.14}
\end{equation*}
$$

If $\ln p / \ln q$ is rational, then, with $d:=\operatorname{gcd}(\ln p, \ln q)$ given by (2.6),

$$
\begin{align*}
\mathbb{E} L_{M}^{\top}=\frac{\ln M}{H}+\frac{\ln H}{H} & +\frac{H_{2}}{2 H^{2}}+\frac{1}{H} \ln \frac{\sinh (d / 2)}{d / 2} \\
& +\frac{d}{H} \psi_{4}\left(\left\{\frac{\ln M+\ln \left(H\left(1-e^{-d}\right) / d\right)}{d}\right\}\right)+o(1) \tag{9.15}
\end{align*}
$$

where

$$
\begin{equation*}
\psi_{4}(x):=\frac{e^{d x}-1}{e^{d}-1}-x \tag{9.16}
\end{equation*}
$$

Note that $\psi_{4}$ is continuous, with $\psi_{4}(0)=\psi_{4}(1)=0 . \psi_{4}$ is convex and thus $\psi_{4} \leq 0$ on $[0,1]$. In the symmetric case $p=q=1 / 2, d=H=\ln 2$ and $\psi_{4}(x)=2^{x}-1-x$, with a minimum $-0.086071 \ldots$
Proof. Let as above $R$ be the smallest number with $M(R) \geq M$; thus $M(R) \geq M>M(R-)$. By Theorem 9.1, $\ln R=\ln M+O(1)$, so (9.11)(9.13) follow from (9.4)-(9.6) and the fact that $\left|L_{M}^{\top}-L_{R}^{\mathrm{K}}\right| \leq 1$, see (9.10).

If $\ln p / \ln q$ irrational, Theorem 9.1 yields $M(R) / R \rightarrow 1 / H$, and thus also $M(R-) / R \rightarrow 1 / H$. Since $M(R) \geq M>M(R-)$, also

$$
\begin{equation*}
\frac{M}{R} \rightarrow \frac{1}{H} \tag{9.17}
\end{equation*}
$$

and further $M(R) / M \rightarrow 1$. Consequently,

$$
\mathbb{E} \Delta_{M}=\frac{M(R)-M}{R}=\left(\frac{M(R)}{M}-1\right) \frac{M}{R} \rightarrow 0
$$

and thus, by $(9.10), \mathbb{E} L_{M}^{\top}=\mathbb{E} L_{R}^{\mathrm{K}}-\mathbb{E} \Delta_{M}=\mathbb{E} L_{R}^{\mathrm{K}}+o(1)$. Since also, by (9.17) again, $\ln R=\ln M+\ln H+o(1)$, (9.14) follows from (9.7).

In the case when $\ln p / \ln q$ is rational, we argue similarly, but we have to be more careful. First, necessarily $R=e^{N d}$ for some integer $N$, see Remark 9.2. Further, (9.2) applies. Let, for convenience,

$$
\begin{equation*}
\beta:=H \frac{1-e^{-d}}{d}=H \frac{\sinh (d / 2)}{d / 2} e^{-d / 2} \tag{9.18}
\end{equation*}
$$

thus (9.2) can be written $M(R) \sim \beta^{-1} R$ as $R \rightarrow \infty$. Let

$$
\begin{equation*}
x:=\frac{1}{d} \ln (\beta M)-N+1=\frac{1}{d} \ln \frac{\beta M}{R}+1 \tag{9.19}
\end{equation*}
$$

Then, by these definitions and (9.2),

$$
\begin{align*}
M & =\beta^{-1} e^{d(N-1+x)}  \tag{9.20}\\
M(R) & =\beta^{-1} R(1+o(1))=\beta^{-1} e^{d N+o(1)}  \tag{9.21}\\
M(R-) & =M\left(R e^{-d}\right)=\beta^{-1}\left(R e^{-d}\right)(1+o(1))=\beta^{-1} e^{d(N-1)+o(1)} \tag{9.22}
\end{align*}
$$

Since $M(R-)<M \leq M(R)$, we see that $o(1) \leq x \leq 1+o(1)$. We define also, using (9.20),

$$
\begin{equation*}
x_{0}:=\left\{\frac{\ln (\beta M)}{d}\right\}=\left\{\frac{\ln e^{d(N-1+x)}}{d}\right\}=\{x\} \tag{9.23}
\end{equation*}
$$

Typically, $0 \leq x<1$, and then $x_{0}=x$, but it may happen that $x$ is slightly below 0 and $x_{0}=x+1$, or that $x$ is slightly above 1 and then $x_{0}=x-1$.

By (9.19), $\ln R=\ln (\beta M)+d(1-x)$, and thus (9.9) yields, using (9.18),

$$
\begin{aligned}
\mathbb{E} L_{R}^{\mathrm{K}} & =\frac{\ln (\beta M)}{H}+\frac{H_{2}}{2 H^{2}}+\frac{d}{2 H}+\frac{d}{H}(1-x)+o(1) \\
& =\frac{\ln M}{H}+\frac{\ln H}{H}+\frac{1}{H} \ln \frac{\sinh (d / 2)}{d / 2}+\frac{H_{2}}{2 H^{2}}+\frac{d}{H}(1-x)+o(1)
\end{aligned}
$$

Furthermore, by $R=e^{d N},(9.20),(9.21)$ and (9.18),

$$
\begin{aligned}
\mathbb{E} \Delta_{M} & =\frac{M(R)-M}{R}=\beta^{-1}\left(1-e^{d(x-1)}\right)+o(1) \\
& =\frac{d}{H} \frac{1-e^{x d-d}}{1-e^{-d}}+o(1)=\frac{d}{H}\left(1-\frac{e^{x d}-1}{e^{d}-1}\right)+o(1) .
\end{aligned}
$$

Combining these, we find by (9.10) and (9.16),

$$
\begin{aligned}
\mathbb{E} L_{M}^{\top} & =\mathbb{E} L_{R}^{\mathrm{K}}-\mathbb{E} \Delta_{M} \\
& =\frac{\ln M}{H}+\frac{\ln H}{H}+\frac{1}{H} \ln \frac{\sinh (d / 2)}{d / 2}+\frac{H_{2}}{2 H^{2}}+\frac{d}{H} \psi_{4}(x)+o(1)
\end{aligned}
$$

This is almost (9.15), except that there $\psi_{4}(x)$ is replaced by $\psi_{4}\left(x_{0}\right)=$ $\psi_{4}(\{\ln (\beta M) / d\})$, see (9.23). However, as noted above, $x \neq x_{0}$ can happen only when one of $x$ and $x_{0}$ is $o(1)$ and the other is $1+o(1)$. Since the function $\psi_{4}$ is continuous and $\psi_{4}(0)=\psi_{4}(1)$, we see that in this case $\psi_{4}(x)-\psi_{4}\left(x_{0}\right)=$ $\pm\left(\psi_{4}(1)-\psi_{4}(0)\right)+o(1)=o(1)$. Hence, $\psi_{4}(x)=\psi_{4}\left(x_{0}\right)+o(1)$ in all cases, and (9.15) follows.

Remark 9.5. We have chosen to derive Theorem 9.4 from the corresponding result Theorem 9.3 for the Khodak code. An alternative is to note that in the Tunstall code, we obtain the random phrase length $L_{M}^{\top}$ by stopping $\Xi$ at $M_{+}-M$ of the $M_{+}-M_{-}$strings $\alpha$ with $P(\alpha)=r$, and all strings with smaller $P(\alpha)$. By symmetry, we obtain the same distribution of the length if we stop randomly with probability $\left(M_{+}-M\right) /\left(M_{+}-M_{-}\right)$whenever $P(\alpha)=e^{-S_{n}}=r$; equivalently, we stop when $e^{-S_{n}-X_{0}}<r$, where $X_{0}$ is a random variable, independent of $\Xi$, with values 0 and $\varepsilon$, for some very small positive $\varepsilon=\varepsilon(M)$, and $\mathbb{P}\left(X_{0}=\varepsilon\right)=\left(M_{+}-M\right) /\left(M_{+}-M_{-}\right)$. Consequently, we have $L_{M}^{\top} \stackrel{\mathrm{d}}{=} \widehat{\nu}(\ln R)$, with $R$ and $X_{0}$ as above, and we can apply Theorems A.1-A. 3 (and A.4) directly.

Corollary 9.6. The compression rate for the Tunstall code is

$$
\kappa:=\frac{\lg M}{\mathbb{E} L_{M}^{\top}}=\frac{H}{\ln 2}\left(1-\frac{\ln H+H_{2} / 2 H+\delta}{\ln M}+o\left((\ln M)^{-1}\right)\right)
$$

where $\delta=0$ when $\ln p / \ln q$ is irrational while when $\ln p / \ln q$ is rational,

$$
\delta:=\ln \frac{\sinh (d / 2)}{d / 2}+d \psi_{4}\left(\left\{\frac{\ln M+\ln \left(H\left(1-e^{-d}\right) / d\right)}{d}\right\}\right)
$$

with $d$ given by (2.6) and $\psi_{4}$ by (9.16).
For the Khodak code, the compression rate $\lg (M(R)) / \mathbb{E} L_{R}^{K}$ is asymptotically given by the same formula, with $\ln M$ replaced by $\ln R$, except that the $\psi_{4}$ term does not appear in $\delta$.

The reason that the $\psi_{4}$ term does not appear for the Khodak code is that $L_{R}^{\mathrm{K}}=L_{M(R)}^{\top}$, and in the arithmetic case, we may assume that $R=e^{N d}$, and then for $L_{M(R)}^{\top}$, the argument $x_{0}$ of $\psi$ is $\{\ln (\beta M(R)) / d\}=\{\ln (R) / d+$ $o(1)\}=\{N+o(1)\}$ and thus close to 0 or 1 , where $\psi_{4}$ vanishes.

## 10. A stopped random walk

Drmota and Szpankowski [12] consider (motivated by the study of Tunstall and Khodak codes) walks in a region in the first quadrant bounded by two crossing lines. Their first result, on the number of possible paths, seems to require a longer comment, and will not be considered here. Their second result is about a random walk in the plane taking only unit steps north or east, which is stopped when it exits the region; the probability of an east step is $p$ each time. Coding steps east by 1 and north by 0 , this is the same as taking our random string $\Xi$. Drmota and Szpankowski [12] study, in our notation, the exit time

$$
D_{K, V}:=\min \left\{n: n>K \text { or } S_{n}>V \ln 2\right\}
$$

for given numbers $K$ and $V$, with $K$ integer. We thus have

$$
\begin{equation*}
D_{K, V}=(K+1) \wedge \nu(V \ln 2) . \tag{10.1}
\end{equation*}
$$

We have here kept the notations $K$ and $V$ from [12], but for convenience we in the sequel write $V_{2}:=V \ln 2$. We assume $p \neq q$, since otherwise $D_{K, V}=(K \wedge\lfloor V\rfloor)+1$ is deterministic.

We need a little more notation. Let as usual $\phi(x):=(2 \pi)^{-1 / 2} e^{-x^{2} / 2}$ and $\Phi(x):=\int_{-\infty}^{x} \phi(y) \mathrm{d} y$ be the density and distribution functions of the standard normal distribution. Further, let

$$
\begin{equation*}
\Psi(x):=\int_{-\infty}^{x} \Phi(y) \mathrm{d} y=x \Phi(x)+\phi(x) . \tag{10.2}
\end{equation*}
$$

This definition is motivated by the following lemma.
Lemma 10.1. If $Z \sim N(0,1)$, then for every real $t, \mathbb{E}(Z \vee t)=\Psi(t)$ and $\mathbb{E}(Z \wedge t)=-\Psi(-t)$. Further, $\Psi(t)-\Psi(-t)=t$.
Proof. Since $\mathbb{E} Z=0$,

$$
\begin{aligned}
\mathbb{E}(Z \vee t) & =\mathbb{E}(Z \vee t-Z)=\int_{0}^{\infty} \mathbb{P}(Z \vee t-Z>x) \mathrm{d} x=\int_{0}^{\infty} \Phi(t-x) \mathrm{d} x \\
& =\Psi(t)
\end{aligned}
$$

Further, since $-Z \stackrel{\mathrm{~d}}{=} Z$,

$$
-\mathbb{E}(Z \wedge t)=\mathbb{E}((-Z) \vee(-t))=\mathbb{E}(Z \vee(-t))=\Psi(-t)
$$

Finally, $\Psi(t)-\Psi(-t)=\mathbb{E}((Z \vee t)+(Z \wedge t))=\mathbb{E}(Z+t)=t$. (This also follows from (10.2) and $\Phi(t)+\Phi(-t)=1, \phi(-t)=\phi(t)$.)

We can now state our version of the result by Drmota and Szpankowski [12]. We do not obtain as sharp error estimates as they do (although our bounds easily can be improved when $\left|K-V_{2} / H\right|$ is large enough). On the other hand, our result is more general and includes the transition region when $V_{2} / H \approx K$ and both stopping conditions are important.
Theorem 10.2. Suppose that $p \neq q$ and that $V, K \rightarrow \infty$. Let $V_{2}:=V \ln 2$ and $\widetilde{\sigma}^{2}:=\left(H_{2}-H^{2}\right) / H^{3}>0$.
(i) If $\left(K-V_{2} / H\right) / \sqrt{V_{2}} \rightarrow+\infty$, then $D_{K, V}$ is asymptotically normal:

$$
\begin{equation*}
D_{K, V} \sim \operatorname{AsN}\left(\frac{V_{2}}{H}, \tilde{\sigma}^{2} V_{2}\right) \tag{10.3}
\end{equation*}
$$

Further, $\operatorname{Var}\left(D_{K, V}\right) \sim \tilde{\sigma}^{2} V_{2}$.
(ii) If $\left(K-V_{2} / H\right) / \sqrt{V_{2}} \rightarrow-\infty$, then $D_{K, V}$ is asymptotically degenerate:

$$
\begin{equation*}
\mathbb{P}\left(D_{K, V}=K+1\right) \rightarrow 1 \tag{10.4}
\end{equation*}
$$

Further, $\operatorname{Var} D=o\left(V_{2}\right)$.
(iii) If $\left(K-V_{2} / H\right) / \sqrt{V_{2}} \rightarrow a \in(-\infty,+\infty)$, then $D_{K, V}$ is asymptotically truncated normal:

$$
\begin{equation*}
V_{2}^{-1 / 2}\left(D_{K, V}-V_{2} / H\right) \xrightarrow{\mathrm{d}}(\widetilde{\sigma} Z) \wedge a=\widetilde{\sigma}(Z \wedge(a / \widetilde{\sigma})) . \tag{10.5}
\end{equation*}
$$

with $Z \sim N(0,1)$. Further,

$$
\operatorname{Var}\left(D_{K, V}\right) \sim V_{2} \operatorname{Var}(\widetilde{\sigma} Z \wedge a)=V_{2} \tilde{\sigma}^{2} \operatorname{Var}(Z \wedge(a / \widetilde{\sigma}))
$$

(iv) In every case,

$$
\begin{align*}
\mathbb{E} D_{K, V} & =\frac{V_{2}}{H}-\tilde{\sigma} \sqrt{V_{2}} \Psi\left(\frac{V_{2} / H-K}{\tilde{\sigma} \sqrt{V_{2}}}\right)+o\left(\sqrt{V_{2}}\right)  \tag{10.6}\\
& =K-\tilde{\sigma} \sqrt{V_{2}} \Psi\left(\frac{K-V_{2} / H}{\widetilde{\sigma} \sqrt{V_{2}}}\right)+o\left(\sqrt{V_{2}}\right) . \tag{10.7}
\end{align*}
$$

(v) If $\left(K-V_{2} / H\right) / \sqrt{V_{2}} \geq \ln V_{2}$, then

$$
\begin{equation*}
\mathbb{E} D_{K, V}=\frac{V_{2}}{H}+\frac{H_{2}}{2 H^{2}}+\psi_{5}\left(V_{2}\right)+o(1) \tag{10.8}
\end{equation*}
$$

where $\psi_{5}=0$ in the non-arithmetic case and $\psi_{5}(t)=\frac{d}{H}(1 / 2-\{t / d\})$ in the d-arithmetic case.
(vi) If $\left(K-V_{2} / H\right) / \sqrt{V_{2}} \leq-\ln V_{2}$, then

$$
\begin{equation*}
\mathbb{E} D_{K, V}=K+1+o(1) \tag{10.9}
\end{equation*}
$$

Proof. Let

$$
\begin{aligned}
\widetilde{D}:=\frac{D_{K, V}-V_{2} / H}{\sqrt{V_{2}}}, & \widetilde{\nu}:=\frac{\nu\left(V_{2}\right)-V_{2} / H}{\sqrt{V_{2}}} \\
\widetilde{K}:=\frac{K-V_{2} / H}{\sqrt{V_{2}}}, & \widetilde{K}_{1}:=\frac{K+1-V_{2} / H}{\sqrt{V_{2}}}=\widetilde{K}+o(1) .
\end{aligned}
$$

Thus, by (10.1), $\widetilde{D}=\widetilde{\nu} \wedge \widetilde{K}_{1}$. By Theorem A.3,

$$
\begin{equation*}
\widetilde{\nu}=\frac{\nu\left(V_{2}\right)-V_{2} / H}{\sqrt{V_{2}}} \xrightarrow{\mathrm{~d}} N\left(0, \widetilde{\sigma}^{2}\right) . \tag{10.10}
\end{equation*}
$$

The results on convergence in distribution in (i)-(iii) follow immediately:
In (i), $\widetilde{K} \rightarrow \infty$ and $\widetilde{K}_{1} \rightarrow \infty$ so (10.10) implies that w.h.p. $\widetilde{\nu}<\widetilde{K}_{1}$ and thus $\nu\left(V_{2}\right)<K+1$; hence w.h.p. $D_{K, V}=\nu\left(V_{2}\right)$ and (10.3) follows from (10.10).

In (ii), similarly w.h.p. $\widetilde{\nu}>\widetilde{K}_{1}$ and $\nu\left(V_{2}\right)>K+1$ so $D_{K, V}=K+1$.
In (iii), we have $\widetilde{K}_{1} \rightarrow a$ and thus (10.10) implies $\left(\widetilde{\nu}, \widetilde{K}_{1}\right) \xrightarrow{\mathrm{d}}(\widehat{\sigma} Z, a)$; hence (10.5) follows by applying the continuous mapping theorem [3, Section 5] to $\wedge: \mathbb{R}^{2} \rightarrow \mathbb{R}$.

For (iv), note first that the two expressions in (10.6) and (10.7) are the same by Lemma 10.1. We may by considering subsequences assume that one of the cases (i)-(iii) occurs.

Next, (A.9) can be written $\mathbb{E}\left(\widetilde{\nu}^{2}\right) \rightarrow \widetilde{\sigma}^{2}$, which together with (10.10) implies that $\widetilde{\nu}^{2}$ is uniformly integrable. (See e.g. [15, Theorem 5.5.9].) In case (iii), when $\widetilde{K}_{1}$ converges, this implies that $\widetilde{D}^{2}=\left(\widetilde{\nu} \wedge \widetilde{K}_{1}\right)^{2}$ also is uniformly integrable, and thus the convergence in distribution already proved for (iii) implies $\mathbb{E} \widetilde{D} \rightarrow \mathbb{E}(\widetilde{\sigma}(Z \wedge(a / \widetilde{\sigma})))=-\widetilde{\sigma} \Psi(-a / \widetilde{\sigma})$, which yields (10.6) when $K \rightarrow a \in \mathbb{R}$; further, the uniform square integrability of $\widetilde{D}^{2}$ implies $\operatorname{Var} \widetilde{D} \rightarrow \operatorname{Var}(\widetilde{\sigma} Z \wedge a)$ as asserted in (iii).

If instead $\widetilde{K}_{1} \rightarrow+\infty$, case (i), we may assume $\widetilde{K}_{1}>0$; then $\widetilde{D}^{2}=(\widetilde{\nu} \wedge$ $\left.\widetilde{K}_{1}\right)^{2} \leq \widetilde{\nu}^{2}$ and thus $\widetilde{D}^{2}$ is uniformly integrable in this case too. Hence (10.3) implies both $\operatorname{Var}(\widetilde{D}) \sim \widetilde{\sigma}^{2}$, or equivalently $\operatorname{Var} D_{K, V} \sim \widetilde{\sigma}^{2} V_{2}$ as asserted in (i), and $\mathbb{E} \widetilde{D} \rightarrow 0$, which yields (10.6) in this case because $\Psi(-\widetilde{K}) \rightarrow 0$.

Finally, if $\widetilde{K}_{1} \rightarrow-\infty$, case (ii), we may assume that $\widetilde{K}_{1}<0$; then $\widetilde{K}_{1}-$ $\widetilde{D}=\left(\widetilde{K}_{1}-\widetilde{\nu}\right)_{+} \leq|\widetilde{\nu}|$ is uniformly square integrable, and $\widetilde{K}_{1}-\widetilde{D} \xrightarrow{\mathrm{p}} 0$ by (10.4). Hence $\widetilde{K}_{1}-\mathbb{E} \widetilde{D}=\mathbb{E}\left(\widetilde{K}_{1}-\widetilde{D}\right) \rightarrow 0$, and thus (10.7) holds, since $\Psi(\widetilde{K}) \rightarrow 0$ and $1=o\left(\sqrt{V_{2}}\right)$. Further, $\operatorname{Var} \widetilde{D}=\operatorname{Var}\left(\widetilde{K}_{1}-\widetilde{D}\right) \rightarrow 0$, which yields $\operatorname{Var} D=o\left(V_{2}\right)$.

This completes the proof of (iv).
For (v), we have $D_{K, V} \leq \nu\left(V_{2}\right)$ and thus, by the Cauchy-Schwarz inequality and Theorem A.1,

$$
\begin{align*}
\mathbb{E}\left|D_{K, V}-\nu\left(V_{2}\right)\right| & \leq \mathbb{E}\left(\nu\left(V_{2}\right) \mathbf{1}\left[D_{K, V} \neq \nu\left(V_{2}\right)\right]\right) \\
& \leq\left(\mathbb{E} \nu\left(V_{2}\right)^{2}\right)^{1 / 2} \mathbb{P}\left(D_{K, V} \neq \nu\left(V_{2}\right)\right)^{1 / 2} \\
& =O\left(V_{2}\right) \mathbb{P}\left(D_{K, V} \neq \nu\left(V_{2}\right)\right)^{1 / 2} \tag{10.11}
\end{align*}
$$

For $\widetilde{K} \geq \ln V_{2}$, Chernoff's bound [24, Theorem 2.1] implies, because $S_{K+1}$ is a linear transformation of a binomial $\mathrm{Bi}(K+1, p)$ random variable,

$$
\begin{aligned}
\mathbb{P}\left(D_{K, V} \neq \nu\left(V_{2}\right)\right) & =\mathbb{P}\left(\nu\left(V_{2}\right)>K+1\right)=\mathbb{P}\left(S_{K+1} \leq V_{2}\right) \\
& =\mathbb{P}\left(S_{K+1}-\mathbb{E} S_{K+1} \leq-H \widetilde{K}_{1} \sqrt{V_{2}}\right) \\
& \leq \exp \left(-c_{1} \frac{\widetilde{K}_{1}^{2} V_{2}}{K+1+\widetilde{K}_{1} \sqrt{V_{2}}}\right) \\
& \leq \exp \left(-c_{2} \ln ^{2}\left(V_{2}\right)\right) .
\end{aligned}
$$

for some $c_{1}, c_{2}>0$ (depending on $p$ ); the last inequality is perhaps most easily seen by considering the case $K+1 \leq 2 V_{2} / H$ (when $K+1 \asymp V_{2}$ ) and $K+1>2 V_{2} / H$ (when $\widetilde{K}_{1} \asymp K / \sqrt{V_{2}}$ ) separately. Hence, the right-hand side of (10.11) tends to 0 , and thus $\mathbb{E} D_{K, V}=\mathbb{E} \nu\left(V_{2}\right)+o(1)$. Consequently, (v) follows from the formulas (A.3) and (A.5) for $\mathbb{E} \nu\left(V_{2}\right)$ provided by Theorem A.2.

The argument for (vi) is very similar. The Chernoff bound for $S_{K}$ implies

$$
\mathbb{P}\left(D_{K, V} \neq K+1\right)=\mathbb{P}\left(\nu\left(V_{2}\right)<K+1\right)=\mathbb{P}\left(S_{K}>V_{2}\right) \leq \exp \left(-c_{3} \ln ^{2}\left(V_{2}\right)\right)
$$

and the Cauchy-Schwarz inequality then implies $\mathbb{E}\left|K+1-D_{K, V}\right|=o(1)$, proving (vi).

## Appendix A. Some renewal theory

For the readers' (and our own) convenience, we collect here a few standard results from renewal theory, sometimes in less standard versions. See e.g. Asmussen [1], Feller [14] or Gut [16] for further details.

We suppose that $X_{1}, X_{2}, \ldots$ is an i.i.d. sequence of non-negative random variables with finite mean $\mu:=\mathbb{E} X>0$, and that $S_{n}:=\sum_{i=1}^{n} X_{i}$. Moreover, we suppose that $X_{0}$ is independent of $X_{1}, X_{2}, \ldots$ (but $X_{0}$ may have a different distribution, and is not necessarily positive) and define $\widehat{S}_{n}:=\sum_{n=0}^{\infty} X_{i}=S_{n}+X_{0}$. We further define the first passage times $\nu(t)$ and $\widehat{\nu}(t)$ by (2.8) and (2.13) and the renewal function $U$ by (2.10). (Recall that $\nu$ is a special case of $\widehat{\nu}$ with $X_{0}=0$. Hence the results stated below for $\widehat{\nu}$ hold for $\nu$ too.)

For some theorems, we have to distinguish between the arithmetic (lattice) and non-arithmetic (non-lattice) cases, in general defined as follows:
arithmetic (lattice): There is a positive real number $d$ such that $X_{1} / d$ always is an integer. We let $d$ be the largest such number and say that $X_{1}$ is $d$-arithmetic. (This maximal $d$ is called the span of the distribution.)
non-arithmetic (non-lattice): No such $d$ exists. (Then $X_{1}$ is not supported on any proper closed subgroup of $\mathbb{R}$.)

Theorem A.1. As $t \rightarrow \infty$,

$$
\begin{equation*}
\frac{\widehat{\nu}(t)}{t} \xrightarrow{\text { a.s. }} \frac{1}{\mu} . \tag{A.1}
\end{equation*}
$$

If further $0<r<\infty$ and $\mathbb{E}\left|X_{0}\right|^{r}<\infty$, then $\widehat{\nu}(t) / t \rightarrow \mu^{-1}$ in $L^{r}$, i.e., $\mathbb{E}\left|\widehat{\nu}(t) / t-\mu^{-1}\right|^{r} \rightarrow 0$, and thus

$$
\begin{equation*}
\mathbb{E}\left(\frac{\widehat{\nu}(t)}{t}\right)^{r} \rightarrow \frac{1}{\mu^{r}} \tag{A.2}
\end{equation*}
$$

Proof. See e.g. Gut [16, Theorem 2.5.1] for the case $X_{0}=0$; the general case follows by essentially the same proof.

Theorem A.2. Suppose that $\mathbb{E} X_{1}^{2}<\infty$ and $\mathbb{E}\left|X_{0}\right|<\infty$.
(i) If the distribution of $X_{1}$ is non-arithmetic, then, as $t \rightarrow \infty$,

$$
\begin{equation*}
\mathbb{E} \nu(t)=\frac{t}{\mu}+\frac{\mathbb{E} X_{1}^{2}}{2 \mu^{2}}+o(1) \tag{A.3}
\end{equation*}
$$

and, more generally,

$$
\begin{equation*}
\mathbb{E} \widehat{\nu}(t)=\frac{t}{\mu}+\frac{\mathbb{E} X_{1}^{2}}{2 \mu^{2}}-\frac{\mathbb{E} X_{0}}{\mu}+o(1) \tag{A.4}
\end{equation*}
$$

(ii) If the distribution of $X_{1}$ is d-arithmetic, then, as $t \rightarrow \infty$,

$$
\begin{equation*}
\mathbb{E} \nu(t)=\frac{t}{\mu}+\frac{\mathbb{E} X_{1}^{2}}{2 \mu^{2}}+\frac{d}{\mu}\left(\frac{1}{2}-\left\{\frac{t}{d}\right\}\right)+o(1) \tag{A.5}
\end{equation*}
$$

and, more generally,

$$
\begin{equation*}
\mathbb{E} \widehat{\nu}(t)=\frac{t}{\mu}+\frac{\mathbb{E} X_{1}^{2}}{2 \mu^{2}}+\frac{d}{\mu}\left(\frac{1}{2}-\mathbb{E}\left\{\frac{t-X_{0}}{d}\right\}\right)-\frac{\mathbb{E} X_{0}}{\mu}+o(1) \tag{A.6}
\end{equation*}
$$

Proof. See e.g. Gut [16, Theorem 2.5.2] for the case $X_{0}=0$; the general case follows easily by conditioning on $X_{0}$. In the arithmetic case, note that $\widehat{\nu}(t)=\nu\left(t-X_{0}\right)=\nu\left(\left\lfloor\left(t-X_{0}\right) / d\right\rfloor d\right)$ and use $\mathbb{E}\left(\left\lfloor\left(t-X_{0}\right) / d\right\rfloor d\right)=$ $t-\mathbb{E} X_{0}-d \mathbb{E}\left\{\left(t-X_{0}\right) / d\right\}$.

Theorem A.3. Assume that $\sigma^{2}:=\operatorname{Var} X_{1}<\infty$. Then, as $t \rightarrow \infty$,

$$
\begin{equation*}
\frac{\widehat{\nu}(t)-t / \mu}{\sqrt{t}} \xrightarrow{\mathrm{~d}} N\left(0, \frac{\sigma^{2}}{\mu^{3}}\right) . \tag{A.7}
\end{equation*}
$$

If further $\sigma^{2}>0$, this can be written $\widehat{\nu} \sim \operatorname{AsN}\left(\mu^{-1} t, \sigma^{2} \mu^{-3} t\right)$.
Moreover, if also $\mathbb{E} X_{0}^{2}<\infty$, then

$$
\begin{equation*}
\operatorname{Var}(\widehat{\nu}(t))=\frac{\sigma^{2}}{\mu^{3}} t+o(t) \tag{A.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbb{E}(\widehat{\nu}(t)-t / \mu)^{2}=\frac{\sigma^{2}}{\mu^{3}} t+o(t) \tag{A.9}
\end{equation*}
$$

Proof. See e.g. Gut [16, Theorem 2.5.2] for the case $X_{0}=0$, noting that (A.8) and (A.9) are equivalent because $\mathbb{E} \widehat{\nu}(t)-t / \mu=O(1)$ by Theorem A.2; again, the case with a general $X_{0}$ is similar, or follows by conditioning on $X_{0}$. The case $\sigma^{2}=0$ is trivial.

In some arguments above, we let $X_{0}=X_{0}^{(t)}$ to depend on $t$; this is no problem if we have some uniformity assumptions on $X_{0}^{(t)}$, for example the following. (The proof shows that weaker assumptions suffice.)
Theorem A.4. We can allow $X_{0}=X_{0}^{(t)}$ to depend on $t$ in Theorems A.1A.3 provided $\xrightarrow{\text { a.s. }}$ is weakened to $\xrightarrow{\mathrm{p}}$ in (A.1) and we add the following assumptions: $X_{0}^{(t)}$ is tight; for $L^{r}$ convergence and (A.2) we further assume that $\sup _{t} \mathbb{E}\left|X_{0}^{(t)}\right|^{r}<\infty$; for Theorem A.2 we assume that $X_{0}^{(t)}$ are uniformly integrable; for (A.8) and (A.9) we assume that $\sup _{t} \mathbb{E}\left|X_{0}^{(t)}\right|^{2}<\infty$.
Proof. This can be seen by conditioning on $X_{0}^{(t)}$, noting that $\widehat{\nu}(t)=\nu(t-$ $\left.X_{0}^{(t)}\right)$. First, if $X_{0}^{(t)}$ is tight, then $X_{0}^{(t)} / t \xrightarrow{\mathrm{p}} 0$ and $t-X_{0}^{(t)} \xrightarrow{\mathrm{p}} \infty$ as $t \rightarrow \infty$, and thus by conditioning on $X_{0}^{(t)}$ we obtain from (A.1) for $\nu$

$$
\frac{\widehat{\nu}(t)}{t}=\frac{\nu\left(t-X_{0}^{(t)}\right)}{t}=\frac{t-X_{0}^{(t)}}{t} \cdot \frac{\nu\left(t-X_{0}^{(t)}\right)}{t-X_{0}^{(t)}} \xrightarrow{\mathrm{p}} \frac{1}{\mu},
$$

showing (A.1) with $X_{0}^{(t)}$. If $\operatorname{Var} X_{1}<\infty$, then (A.7) follows similarly.
Similarly, if we define

$$
Y_{t}:=\mathbb{E}\left(\left.\left(\frac{\widehat{\nu}(t)}{t}\right)^{r} \right\rvert\, X_{0}^{(t)}\right)=\mathbb{E}\left(\left.\left(\frac{\nu\left(t-X_{0}^{(t)}\right)}{t}\right)^{r} \right\rvert\, X_{0}^{(t)}\right)
$$

then (A.2) and $\left(t-X_{0}^{(t)}\right) / t \xrightarrow{\mathrm{p}} 1$ yield $Y_{t} \xrightarrow{\mathrm{p}} \mu^{-r}$. Moreover, (A.2) also implies $\mathbb{E} \nu(t)^{r}=O\left(1+t^{r}\right)$, and thus, for $t \geq 1$,

$$
Y_{t}=O\left(\left(1+\left|t-X_{0}^{(t)}\right|^{r}\right) / t^{r}\right)=O\left(1+\left|X_{0}^{(t)}\right|^{r} t^{-r}\right)
$$

Hence, $\mathbb{E}\left(Y_{t} \mathbf{1}\left[\left|X_{0}^{(t)}\right| \leq t\right]\right) \rightarrow \mu^{-r}$ as $t \rightarrow \infty$ by dominated convergence, while, assuming $\sup _{t} \mathbb{E}\left|X_{0}^{(t)}\right|^{r}<\infty, \mathbb{E}\left(Y_{t} \mathbf{1}\left[\left|X_{0}^{(t)}\right|>t\right]\right)=O\left(\mathbb{E}\left|X_{0}^{(t)}\right|^{r} t^{-r}\right) \rightarrow$ 0 , so $\mathbb{E}(\widehat{\nu}(t) / t)^{r}=\mathbb{E} Y_{t} \rightarrow \mu^{-r}$, showing (A.2). $\mathbb{E}\left|\widehat{\nu}(t) / t-\mu^{-1}\right|^{r} \rightarrow 0$ follows similarly.

If we denote the error term in (A.3) or (A.5) by $r(t)$, then $r(t) \rightarrow 0$ as $t \rightarrow \infty$ and $r(t)=O\left(1+t_{-}\right)$, where $t_{-}:=\max (-t, 0)$; hence $\mathbb{E} r\left(t-X_{0}^{(t)}\right) \rightarrow 0$ by dominated convergence, and (A.4) and (A.6) follow.

For (A.8) and (A.9) we use the standard decomposition

$$
\begin{equation*}
\operatorname{Var}(\widehat{\nu}(t))=\mathbb{E}\left(\operatorname{Var}\left(\widehat{\nu}(t) \mid X_{0}^{(t)}\right)\right)+\operatorname{Var}\left(\mathbb{E}\left(\widehat{\nu}(t) \mid X_{0}^{(t)}\right)\right) \tag{A.10}
\end{equation*}
$$

Let $\operatorname{Var}(\nu(t))=\sigma^{2} \mu^{-3} t+r_{2}(t)$, where by (A.8) $r_{2}(t)=o(t)$ as $t \rightarrow \infty$, and thus $r_{2}(t)=O(1+|t|)$. Then

$$
\operatorname{Var}\left(\widehat{\nu}(t) \mid X_{0}^{(t)}\right)=\sigma^{2} \mu^{-3}\left(t-X_{0}^{(t)}\right)+r_{2}\left(t-X_{0}^{(t)}\right)
$$

and dominated convergence yields

$$
\mathbb{E}\left(t^{-1} \operatorname{Var}\left(\widehat{\nu}(t) \mid X_{0}^{(t)}\right)\right) \rightarrow \sigma^{2} \mu^{-3}
$$

For the last term in (A.10), we note that (A.4) and (A.6) show that

$$
\mathbb{E}\left(\widehat{\nu}(t) \mid X_{0}^{(t)}\right)=\mathbb{E}\left(\nu\left(t-X_{0}^{(t)}\right) \mid X_{0}^{(t)}\right)=\frac{t}{\mu}+O\left(\left|X_{0}^{(t)}\right|+1\right),
$$

and thus the variance is $0(1)=o(t)$. Hence, (A.10) yields (A.8). Finally, (A.9) follows by (A.8) and (A.4) or (A.6).

For the evaluation of (A.6) when $X_{0}$ is non-trivial, we note the following formula.

Lemma A.5. Suppose that $X$ has a continuous distribution with finite mean, and a characteristic function $\varphi(t):=E e^{i \mathrm{i} X}$ that satisfies $\varphi(t)=$ $O\left(|t|^{-\delta}\right)$ for some $\delta>0$. Then, for any real $u$,

$$
\mathbb{E}\{X+u\}=\frac{1}{2}-\sum_{n \neq 0} \frac{\varphi(2 \pi n)}{2 \pi n \mathrm{i}} e^{2 \pi \mathrm{inu}}
$$

Proof. Let $X_{u}:=\lfloor X+u\rfloor-u+1$. Then $\{X+u\}=X-X_{u}+1$, and the result follows from the formula for $\mathbb{E} X_{u}$ in [23, Theorem 2.3].

For the next theorem (known as the key renewal theorem), we say that a function $f \geq 0$ on $(-\infty, \infty)$ is directly Riemann integrable if the upper and lower Riemann sums $\sum_{k=-\infty}^{\infty} h \sup _{[(k-1) h, k h)} f$ and $\sum_{k=-\infty}^{\infty} h \inf _{[(k-1) h, k h)} f$ are finite and converge to the same limit as $h \rightarrow 0$. (See further Feller [14, Section XI.1]; Feller considers functions on $[0, \infty)$, but this makes no difference.) For most purposes, the following sufficient condition suffices. (Usually, one can take $F=f$.)

Lemma A.6. Suppose that $f$ is a non-negative function on $(-\infty, \infty)$. If $f$ is bounded and a.e. continuous, and there exists an integrable function $F$ with $0 \leq f \leq F$ such that $F$ is non-decreasing on $(-\infty,-A)$ and non-increasing on $(A, \infty)$ for some $A$, then $f$ is directly Riemann integrable.

Proof. Let $f_{h+}(x):=\sup _{[(k-1) h, k h)} f$ and $f_{h-}(x):=\inf _{[(k-1) h, k h)} f$ for $x \in$ $[(k-1) h, k h)$; thus the upper and lower Riemann sums are $\int_{-\infty}^{\infty} f_{h+}(x) \mathrm{d} x$ and $\int_{-\infty}^{\infty} f_{h-}(x) \mathrm{d} x$. As $h \rightarrow 0, f_{h+}(x) \rightarrow f(x)$ and $f_{h-}(x) \rightarrow f(x)$ at every continuity point of $f$, and thus a.e. Moreover, if we define $g(x):=F(x+1)$ for $x<-A-1, g(x):=F(x-1)$ for $x>A+1$, and $g(x):=\sup f<\infty$ for $|x| \leq A+1$, then $g$ is integrable and for $0<h<1,0 \leq f_{h-}(x) \leq f_{h+}(x) \leq$ $g(x)$. Hence dominated convergence applies and shows $\int_{-\infty}^{\infty} f_{h+} \rightarrow \int_{-\infty}^{\infty} f$ and $\int_{-\infty}^{\infty} f_{h-} \rightarrow \int_{-\infty}^{\infty} f$ as $h \rightarrow 0$, as we wanted to show.

Theorem A.7. Let f be any non-negative directly Riemann integrable function on $(-\infty, \infty)$.
(i) If the distribution of $X_{1}$ is non-arithmetic, then, as $t \rightarrow \infty$,

$$
\begin{align*}
\int_{0}^{\infty} f(s-t) \mathrm{d} U(s) & \rightarrow \frac{1}{\mu} \int_{-\infty}^{\infty} f(s) \mathrm{d} s  \tag{A.11}\\
\int_{0}^{\infty} f(t-s) \mathrm{d} U(s) & \rightarrow \frac{1}{\mu} \int_{-\infty}^{\infty} f(s) \mathrm{d} s \tag{A.12}
\end{align*}
$$

(ii) If the distribution of $X_{1}$ is d-arithmetic, then, as $t \rightarrow \infty$,

$$
\begin{align*}
\int_{0}^{\infty} f(s-t) \mathrm{d} U(s) & =\frac{1}{\mu} \psi(t)+o(1)  \tag{A.13}\\
\int_{0}^{\infty} f(t-s) \mathrm{d} U(s) & =\frac{1}{\mu} \psi(-t)+o(1) \tag{A.14}
\end{align*}
$$

where $\psi(t)$ is the bounded d-periodic function

$$
\begin{equation*}
\psi(t):=d \sum_{k=-\infty}^{\infty} f(k d-t) \tag{A.15}
\end{equation*}
$$

$\psi$ has the Fourier series

$$
\begin{equation*}
\psi(t) \sim \sum_{m=-\infty}^{\infty} \widehat{\psi}(m) e^{2 \pi \mathrm{i} m t / d} \tag{A.16}
\end{equation*}
$$

with

$$
\begin{equation*}
\widehat{\psi}(m)=\widehat{f}(-2 \pi m / d)=\int_{-\infty}^{\infty} e^{2 \pi \mathrm{i} m t / d} f(t) \mathrm{d} t \tag{A.17}
\end{equation*}
$$

In particular, the average of $\psi$ is $\widehat{\psi}(0)=\int_{-\infty}^{\infty} f$. The series (A.15) converges uniformly on $[0, d]$; thus $\psi$ is continuous if $f$ is. Further, if $f$ is sufficiently smooth (an integrable second derivative is enough), then the Fourier series (A.16) converges uniformly.

Proof. The two formulas (A.11) and (A.12) are equivalent by the substitution $f(x) \rightarrow f(-x)$. The theorem is usually stated in the form (A.12) for functions $f$ supported on $[0, \infty)$; then the integral is $\int_{0}^{t} f(t-s) \mathrm{d} U(s)$. However, the proof in Feller [14, Section XI.1] applies to the more general form above as well. (The proof is based on approximations with step functions and the special case when $f(x)$ is an indicator fuction of an interval; the latter case is known as Blackwell's renewal theorem.) In fact, a substantially more general version of (A.12), where also the increments $X_{k}$ may take negative values, is given in [2, Theorem 4.2].

Part (ii) follows similarly (and more easily) from the fact that the measure $\mathrm{d} U$ is concentrated on $\{k d: k \geq 0\}$, and thus $\int_{0}^{\infty} f(s-t) \mathrm{d} U(s)-$ $\frac{1}{\mu} \psi(t)=\sum_{k=-\infty}^{\infty} f(k d-t)(\mathrm{d} U\{k d\}-d / \mu)$ together with the renewal theorem $\mathrm{d} U\{k d\}-d / \mu \rightarrow 0$ as $k \rightarrow \infty$. The Fourier coefficient calculation in (A.17) is straightforward and standard.

Finally, we consider a situation where we are given also another sequence $Y_{1}, Y_{2}, \ldots$ of random variables such that the pairs $\left(X_{i}, Y_{i}\right), i \geq 1$, are i.i.d., while $Y_{i}$ and $X_{i}$ may be (and typically are) dependent on each other. ( $Y_{i}$ need not be positive.) We denote the means by $\mu_{X}:=\mathbb{E} X_{1}$ and $\mu_{Y}:=$ $\mathbb{E} Y_{1}$; thus $\mu_{X}=\mu$ in the earlier notation, and we assume as above that $0<\mu_{X}<\infty$. We also suppose that $X_{0}$ is independent of all $\left(X_{i}, Y_{i}\right), i \geq 1$. Let $V_{n}:=\sum_{i=1}^{n} Y_{i}$.
Theorem A.8. Suppose that $\sigma_{X}^{2}:=\operatorname{Var} X_{1}<\infty$ and $\sigma_{Y}^{2}:=\operatorname{Var} Y_{1}<\infty$, and let

$$
\widehat{\sigma}^{2}:=\operatorname{Var}\left(\mu_{X} Y_{1}-\mu_{Y} X_{1}\right)
$$

Then

$$
\frac{V_{\widehat{\nu}(t)}-\frac{\mu_{Y}}{\mu_{X}} t}{\sqrt{t}} \xrightarrow{\mathrm{~d}} N\left(0, \frac{\widehat{\sigma}^{2}}{\mu_{X}^{3}}\right) .
$$

If $\widehat{\sigma}^{2}>0$, this can also be written as

$$
V_{\widehat{\nu}(t)} \sim \operatorname{AsN}\left(\frac{\mu_{Y}}{\mu_{X}} t, \frac{\widehat{\sigma}^{2}}{\mu_{X}^{3}} t\right)
$$

Note that the special case $Y_{i}=1$ yields (A.7).
Proof. For $X_{0}=0$, and thus $\widehat{\nu}(t)=\nu(t)$, this is Gut [16, Theorem 4.2.3]. The general case follows by the same proof, or by conditioning on $X_{0}$.
Remark A.9. Again, we can allow $X_{0}=X_{0}^{(n)}$ to depend on $n$, as long as the $X_{0}^{(n)}$ is tight.
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