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Abstract. The time it takes a random walker in a lattice to reach
the origin from another vertex x, has infinite mean. If the walker can
restart the walk at x at will, then the minimum expected hitting time
γ(x, 0) (minimized over restarting strategies) is finite; it was called the
“grade” of x by Dumitriu, Tetali and Winkler. They showed that, in a
more general setting, the grade (a variant of the “Gittins index”) plays
a crucial role in control problems involving several Markov chains. Here
we establish several conjectures of Dumitriu et al on the asymptotics
of the grade in Euclidean lattices. In particular, we show that in the
planar square lattice, γ(x, 0) is asymptotic to 2|x|2 log |x| as |x| → ∞.
The proof hinges on the local variance of the potential kernel being
almost constant on the level sets of h. We also show how the same
method yields precise second order asymptotics for hitting times of a
random walk (without restarts) in a lattice disk.

1. Introduction

Consider a Markov chain (Xn) on a (countable) state space V, with tran-
sition probabilities

(
p(x, y)

)
x,y∈V . We use Px and Ex to denote probability

and expectation in the chain with initial state X0 = x.
We assume that the chain is irreducible, i.e. that each state can be reached

from any other state.
Dumitriu, Tetali and Winkler [1] defined a function γ(x, z) for pairs of

states x, z ∈ V. This function is a version of the Gittins index and is called
the grade; it can be defined as follows [1, Theorem 6.1]:

Consider a player that starts at x with the goal of reaching z as quickly as
possible. Each time the player moves, the state changes randomly according
to the transition matrix p of the Markov chain; however, the player then
has the option (if she finds the new state to be too bad) to restart by an
instantaneous jump back to x. The grade γ(x, z) then is the minimum,
over all strategies for restarting, of the expected number of moves until z is
reached. (Thus, a restart is not counted as a separate move, but the moves
already performed are included in the total count. Note that a restart always
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moves back to the original starting state x.) For other equivalent definitions,
and applications of the grade to other games, see [1].

Remark 1.1. Once the grade is computed for all starting positions, then
the optimal strategies for the game above (with initial state x) can all be
described as follows: If the current state is y, then restart if γ(y, z) > γ(x, z),
but not if γ(y, z) < γ(x, z); if γ(y, z) = γ(x, z), then it does not matter
whether we restart or not.

Remark 1.2. The setting in [1] is more general than the one presented
here, since that paper allows for a cost of each move that may depend on
the present state, while we consider here only the case of constant cost, so
that the total cost is the total time.

The purpose of this paper is to answer questions raised by Dumitriu et
al [1], on the asymptotics of the grade in Zd, d ≥ 2. (The case d = 1 is
simple; as shown in [1], γ(x, 0) = |x|(|x|+ 1) for Z.)

By translation invariance it clearly suffices to consider z = 0. Denote the
Euclidean norm of x by |x|.

Theorem 1.3. For simple random walk on Z2,

γ(x, 0) = 2|x|2 log |x|+ (2γe + 3 log 2− 1)|x|2 +O(|x| log |x|), |x| ≥ 2,

where γe := limn(
∑n

j=1
1
j − log n) is Euler’s constant.

Theorem 1.4. For simple random walk on Zd, d ≥ 3,

γ(x, 0) =
ωd
pd
|x|d +O(|x|d−1),

where ωd = πd/2/Γ(d/2 + 1) is the volume of the unit ball in Rd, and pd is
the escape probability of the simple random walk in Zd, i.e., the probability
that the walk never returns to its starting point.

The leading terms were conjectured by Dumitriu, Tetali and Winkler in
the preprint version of [1]. Based on the heuristic argument that the lattice
structure should be unimportant on large scales, they suggested that a near-
optimal strategy might be: Restart if the current state has a larger Euclidean
distance to the target 0 than the starting state. The expected hitting time
for this strategy can then be estimated using electrical network theory.

Theorems 1.3 and 1.4 together with Remark 1.1 imply the following corol-
lary, which shows that the optimal restarting strategy is indeed as outlined
above, except possibly at some border-line cases.

Corollary 1.5. For simple random walk on Zd, with target z = 0, there
exists a constant C = C(d), independent of the starting position x, such
that every optimal strategy restarts from every position y with |y| > |x|+C,
but never when |y| < |x| − C. �
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For intermediate cases with |x| − C ≤ |y| ≤ |x|+ C, we cannot prescribe
explicitly the optimal startegy; numerical calculations indicate that the sim-
ple heuristic strategy is not always optimal, i.e. we cannot take C = 0 in
the corollary. (Peter Winkler, personal communication).

To prove the theorems above, we state and prove in Section 2 a result,
Theorem 2.1, yielding bounds on the grade for general Markov chains. This
theorem is applied to Zd in Sections 3 and 4. (We separate the recurrent
case d = 2 from the transient case d ≥ 3 since the details are somewhat
different.) In Section 5 we present analogous results for a continuous version
of the problem, with the random walk replaced by Brownian motion in Rd.
In this case we obtain exact results, analogous to the asymptotic results
in Theorems 1.3 and 1.4. In the final section we show how our method
yields precise second order asymptotics for hitting times of a random walk
(without restarts) in a lattice disk.

2. A general estimate

We state a theorem yielding upper and lower bounds on the grade. The
theorem applies in principle to any Markov chain, but its usefulness depends
on the existence of a suitable harmonic function for the Markov chain. Recall
that a function h : V → R is harmonic at x ∈ V if Ex h(X1) = h(x), i.e. if∑

y p(x, y)h(y) = h(x).
For a function h : V → R and x ∈ V, define the local variance,

Vh(x) := Ex |h(X1)− h(x)|2 =
∑
y

p(x, y)|h(y)− h(x)|2.

Theorem 2.1. Let z ∈ V and suppose that h : V → [0,∞) is a non-negative
function that is harmonic on V \ {z} and satisfies h(z) = 0.

Suppose that g+, g− are positive functions defined on [0, suph), such that
for every x, y ∈ V with p(x, y) > 0, and every real number ξ between h(x)
and h(y), the local variance satisfies

g−(ξ) ≤ Vh(x) ≤ g+(ξ) . (2.1)

Then, for every x ∈ V,∫ h(x)

0

2s
g+(s)

ds ≤ γ(x, z) ≤
∫ h∗(x)

0

2s
g−(s)

ds , (2.2)

where

h∗(x) = sup{h(y) : p(w, y) > 0 for some w ∈ V with h(w) ≤ h(x)}.

Proof. Fix a starting position x0 ∈ V. To prove the lower bound in (2.2),
define a function F = F+ : [0,∞)→ [0,∞) by

F (s) :=
∫ s∧h(x0)

0

∫ h(x0)

t

2
g+(u)

dudt. (2.3)
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Thus F (0) = 0, and by Fubini’s theorem,

F (h(x0)) =
∫∫

0<t<u<h(x0)

2
g+(u)

dtdu =
∫ h(x0)

0

2u
g+(u)

du . (2.4)

For all s ≥ 0,
0 ≤ F (s) ≤ F (h(x0)). (2.5)

Moreover,

F ′(s) =

{∫ h(x0)
s

2
g+(u) du, s ≤ h(x0),

0, s ≥ h(x0),
and, a.e.,

F ′′(s) =

{
− 2
g+(u) , s ≤ h(x0),

0, s > h(x0).
(2.6)

Let X̂n, n = 0, 1, . . . , be the process obtained by starting at X̂0 = x0,
choosing successive states by running the Markov chain and restarting ac-
cording to some non-anticipating strategy Λ. (Formally, Λ is a {0, 1}-valued
function on finite sequences of states.) That is, suppose that a step of the
Markov chain takes X̂n to X#

n+1. If Λ(X̂1, . . . , X̂n, X
#
n+1) = 0, then we let

X̂n+1 = X#
n+1, while if Λ(X̂1, . . . , X̂n, X

#
n+1) = 1, then we let X̂n+1 = x0.

We claim that
Yn := F

(
h(X̂n)

)
+ n

is a submartingale for any choice of restarting strategy Λ.
To see this, start by observing that

F
(
h(X̂n+1)

)
≥ F

(
h(X#

n+1)
)
,

since F attains its maximum at h(x0). Hence, denoting X̂n = x, we find
that

E(Yn+1 | X̂1, . . . , X̂n) ≥ E
(
F (h(X#

n+1)) + n+ 1 | X̂1, . . . , X̂n

)
= Ex F (h(X1)) + n+ 1. (2.7)

Denote Z = h(X1)−h(x). A Taylor expansion of F (with error in integral
form), followed by an application of (2.6) and (2.1), yields

F
(
h(X1)

)
= F

(
h(x) + Z

)
= F

(
h(x)

)
+ ZF ′

(
h(x)

)
+
∫ 1

0
(1− t)F ′′

(
h(x) + tZ

)
Z2 dt

≥ F
(
h(x)

)
+ ZF ′

(
h(x)

)
− Z2

∫ 1

0
(1− t) 2

g+
(
h(x) + tZ

) dt

≥ F
(
h(x)

)
+ ZF ′

(
h(x)

)
− Z2

∫ 1

0
(1− t) 2

Vh(x)
dt

≥ F
(
h(x)

)
+ ZF ′

(
h(x)

)
− Z2

Vh(x)
.
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If x 6= z, then h is harmonic at x, so Ex Z = 0 and Ex Z2 = Vh(x). Therefore,
taking the expectation in the last displayed inequality, we find that

Ex F
(
h(X1)

)
≥ F

(
h(x)

)
− 1 .

This also holds, trivially, when x = z. Thus by (2.7),

E(Yn+1 | X̂1, . . . , X̂n) ≥ F
(
h(x)

)
+ n = Yn,

which proves that (Yn) is a submartingale.
We stop this submartingale at

τ := inf{n : X̂n = z}. (2.8)

Note that Yτ = F
(
h(z)

)
+ τ = τ . Moreover, by (2.5),

sup
n≤τ
|Yn| = sup

n≤τ
Yn ≤ F

(
h(x0)

)
+ τ.

Hence, if E τ < ∞, the stopped submartingale is uniformly integrable, and
thus by the optional sampling theorem

E τ = EYτ ≥ EY0 = F
(
h(x0)

)
.

This is trivially true if E τ =∞ too.
In other words, for any restarting strategy, the expected hitting time of

z by (X̂n) is at least F
(
h(x0)

)
, i.e. γ(x0, z) ≥ F

(
h(x0)

)
, and the left hand

side of (2.2) follows by (2.4), since x0 is arbitrary.
Next, we prove the upper bound in (2.2). We denote the initial state

by x0, and use the simple restarting strategy: Restart to x0 from all points
y = X#

n with h(y) > h(x0).
Denote the resulting process by (X̂n) and observe that

h(X̂n) ≤ h(x0) and h(X̂n+1) ≤ h(X#
n+1) ≤ h∗(x0) for all n.

Consider

F ∗(s) = F ∗−(s) :=
∫ s∧h∗(x0)

0

∫ h∗(x0)

t

2
g−(u)

dudt . (2.9)

By an argument similar to the one above, we find that

E
(
F ∗(h(X̂n+1)) | X̂1, . . . , X̂n

)
≤ F ∗

(
h(X̂n)

)
− 1.

Denote Y ∗n = F ∗
(
h(X̂n)

)
+n and let τ be defined by (2.8). Then (Y ∗n∧τ )n≥0

is a positive supermartingale, whence by the optional sampling theorem,

γ(x0, z) ≤ E τ = EYτ ≤ EY0 = F ∗
(
h(x0)

)
≤ F ∗

(
h∗(x0)

)
. �

Remark 2.2. The proof above suggests that a reasonable strategy is to
restart from every state y with h(y) > h(x), as in the second part of the
proof. For Z2, d ≥ 2, with h as described in Sections 3 and 4, this is
close (but not identical) to the strategy based on Euclidean distance, and
Corollary 1.5 shows that it is, in some sense, close to optimal.
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Remark 2.3. To obtain matching upper and lower bounds from Theo-
rem 2.1, we want g− ≈ g+. It is thus essential that we can find a harmonic
function h such that Vh(x) is approximately a function of h(x), i.e. such that
Vh(x) is roughly constant in sets where h(x) is.

Remark 2.4. The applications of Theorem 2.1 below follow a common
pattern, here given as a heuristic guide to later precise calculations. Suppose
that r(x) is a function on V such that h(x) ≈ ϕ(r(x)) and Vh(x) ≈ ψ(r(x))
for some ϕ and ψ with ϕ increasing and differentiable. Suppose further
that h(x) − h(y) is sufficiently small when p(x, y) > 0. We then can take
g±(s) ≈ ψ(ϕ−1(s)) and obtain

γ(x, z) ≈
∫ ϕ(r(x))

0

2s
ψ(ϕ−1(s))

ds =
∫ r(x)

ϕ−1(0)

2ϕ(t)ϕ′(t)
ψ(t)

dt.

3. Two dimensions: Proof of Theorem 1.3

In this section the underlying Markov chain (Xn) is simple random walk
on Z2. We choose h(x) = π

2a(x), where

a(x) :=
∞∑
n=0

[
P0(Xn = 0)− P0(Xn = x)

]
is the potential kernel studied in [8, 7, 4, 2]. A complete asymptotic ex-
pansion of a(x) is presented in [2, 3]; here we only quote the second order
expansion given, e.g. in [8, 2] and [4, Section 1.6]:

h(x) = π
2a(x) = log |x|+ b+O(|x|−2), (3.1)

where b = γe + 3
2 log 2; moreover, if ~e is a unit vector along one of the

coordinate axis, then

a(x+ ~e)− a(x) = ~e · 5
(

2
π log |x|

)
+O(|x|−2)

and thus

Vh(x) = 1
2

∣∣5(log |x|)
∣∣2 +O(|x|−3) = 1

2 |x|
−2 +O(|x|−3).

If p(x, y) > 0, then |x− y| = 1 and thus by (3.1)

h(y) = h(x) +O(|x|−1) = log |x|+ b+O(|x|−1). (3.2)

It is now easily seen that (2.1) is satisfied with

g±(s) = 1
2e
−2(s−b)(1± Ce−s) (3.3)

if C is a sufficiently large constant. For small s this could make g−(s) ≤ 0,
but we redefine g−(s) to be a small positive constant in these cases. We
then have

1
g±(s)

= 2e2(s−b)(1 +O(e−s)
)

as s→∞ . (3.4)

Furthermore, (3.2) implies that

h∗(x) = log |x|+ b+O(|x|−1).
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Hence Theorem 2.1 yields, for |x| ≥ 2,

γ(x, 0) =
∫ log |x|+b+O(|x|−1)

0
4se2(s−b)(1 +O(e−s)

)
ds

=
[
2se2(s−b) − e2(s−b) +O(ses + es)

]log |x|+b+O(|x|−1)

0

= 2(log |x|+ b)|x|2 − |x|2 +O(|x| log |x|). �

4. Transient case: Proof of Theorem 1.4

For simple random walk on Zd, d ≥ 3, we employ the Green function
G(x) := G(x, 0) =

∑∞
n=0

[
Px(Xn = 0)

]
. We have [4, Section 1.5]

G(x) = ad|x|2−d +O(|x|−d),

where ad = 2
(d−2)ωd

, and

VG(x) =
1
d

∣∣5(ad|x|2−d)
∣∣2 +O(|x|1−2d).

Let

h(x) := a−1
d

(
G(0)−G(x)

)
= a−1

d G(0)− |x|2−d +O(|x|−d)

and write h(∞) = a−1
d G(0). Thus

h(y) = h(∞)− |x|2−d +O(|x|1−d), p(x, y) > 0,

and
h∗(x) = h(∞)− |x|2−d +O(|x|1−d).

Moreover,

Vh(x) = a−2
d VG(x) =

1
d

∣∣5(|x|2−d)
∣∣2 +O(|x|1−2d)

=
(d− 2)2

d
|x|2−2d

(
1 +O(|x|−1)

)
.

Hence we can take, for some large constant C and with a modification for
small s to keep the values positive,

g±(s) =
(d− 2)2

d

(
h(∞)− s

) 2d−2
d−2
(
1± C(h(∞)− s)

1
d−2
)
.

Consequently, Theorem 2.1 yields

γ(x, 0) =
∫ eh(x)

0

2sd
(d− 2)2

(
h(∞)− s

) 2−2d
d−2
(
1 +O

(
h(∞)− s

) 1
d−2
)
ds , (4.1)

where h̃(x) = h(∞) − |x|2−d + O(|x|1−d). (Recall that h̃(x) is h(x) in the
lower bound for γ(x, 0), and h∗(x) in the upper bound.)
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Next, we change variables to u = u(s) := (h(∞) − s)−1/(d−2). Observe
that u(h̃(x)) = |x| + O(1) and ds = (d − 2)u1−d du. If we denote u0 =
h(∞)−1/(d−2), then

γ(x, 0) =
∫ |x|+O(1)

u0

2
(
h(∞)− u2−d)d

(d− 2)2
u2d−2

(
1 +O(u−1)

)
(d− 2)u1−d du

= 2h(∞)
d

d− 2

∫ |x|+O(1)

u0

(
ud−1 +O(ud−2)

)
du

=
2h(∞)
d− 2

|x|d +O(|x|d−1).

The result follows because G(0) = 1/pd and thus

2h(∞)
d− 2

=
2G(0)

(d− 2)ad
=
ωd
pd
. �

5. Brownian motion

In this section we consider a continuous analogue of the problem studied
above. We consider Brownian motion in Rd, starting at some given x ∈ Rd,
and again we are allowed to restart at x at any given time. Since, when
d ≥ 2, the Brownian motion a.s. never will hit 0, we now let our target be a
small ball Br0 = {y : |y| ≤ r0}, where r0 > 0 is some arbitrary fixed number.
(For d = 1 we could take r0 = 0 too.) The grade then is defined as in the
discrete case, by taking the infimum of the expected hitting time over all
restarting strategies.

Let

h(x) :=


|x| − r0, d = 1,
log
(
|x|/r0

)
, d = 2,

r2−d0 − |x|2−d, d ≥ 3.

(5.1)

Then h is harmonic and positive in the complement of Br0 , with h(x) = 0
when |x| = r0. Moreover,

|5h(x)|2 =


1 d = 1,
|x|−2, d = 2,
(d− 2)2|x|2−2d, d ≥ 3

(5.2)

is now exactly a function of h(x), say g(h(x)).
Let the starting point be x0 and denote the process, using some non-

anticipating restarting rule, by X̂t. Let further τ := inf{t : |X̂t| = r0}. If
F is defined by (2.3) (with g+ = g), we see as in the proof of Theorem 2.1,
now using Itô’s formula instead of a Taylor expansion, that F

(
h(X̂t)

)
+ t

is a local submartingale and, again by the optional sampling theorem, that
E τ ≥ F

(
h(x0)

)
. Since this holds for any restarting strategy,

γ(x0, ∂Br0) ≥ F
(
h(x0)

)
.
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Conversely, using the strategy restart when h(X̂t) ≥ h(x0) + ε for some
ε > 0, we find that if F ∗ is defined by (2.9) with h∗(x0) = h(x0) + ε and
g− = g, then ET ≤ F ∗

(
h∗(x0)

)
. Letting ε → 0, this and the lower bound

above show, together with (2.4), that the grade is given by

γ(x0, ∂Br0) = F
(
h(x0)

)
=
∫ h(x0)

0

2s
g(s)

ds. (5.3)

Remark 5.1. We see that the optimal strategy is to restart whenever the
current position is more distant from the origin than the starting point
x0, which is the intuitively obvious strategy. Some care has to be taken
interpreting this, however, since this a.s. entails infinitely many restarts in
any interval (0, δ). The resulting process can be obtained by taking a limit
as in the proof of (5.3) above, or by utilizing a reflected Brownian motion
(for the radial part).

Write h(x) = ϕ(|x|) and |5h(x)|2 = ψ(x), so that g(s) = ψ(ϕ−1(s)), We
obtain, cf. Remark 2.4, that

γ(x, ∂Br0) =
∫ ϕ(|x|)

0

2s
ψ(ϕ−1(s))

ds =
∫ |x|
r0

2ϕ(r)ϕ′(r)
ψ(r)

dr.

Taking ϕ and ψ from (5.1) and (5.2), we easily evaluate this integral and
deduce the following result.

Theorem 5.2. For Brownian motion in Rd, if |x| ≥ r0 > 0,

γ(x, ∂Br0) =


(|x| − r0)2, d = 1,
|x|2 log |x| − |x|2(1

2 + log r0) + 1
2r

2
0, d = 2,

2r2−d
0

d(d−2) |x|
d − 1

d−2 |x|
2 + 1

dr
2
0, d ≥ 3. �

It is instructive to compare these exact results for Rd and the asymptotic
results for Zd in Theorems 1.3 and 1.4. Note first that the time scales differ
by a factor d, since in the simple random walk, each coordinate of a step has
variance 1/d. With this adjustment we see that we obtain the same leading
term for Zd and Rd when d ≤ 2; in this case, the choice of r0 affects only
lower order terms. When d ≥ 3, however, we obtain the same |x|d rate, but
the constant for Brownian motion depends on the choice of r0, and there is
no reasonable way to obtain the right constant for Zd from the continuous
limit. This reflects the fact that the constant for Zd involves the escape
probability pd, which depends on the local lattice structure near 0 that is
lost in the continuous limit.

6. Hitting times for random walk in a disk

The method above can also be used to estimate expected hitting times
in reversible Markov chains. For simplicity, we consider only simple ran-
dom walk on a graph (V, E) with vertex set V. We thus assume p(x, y) =
1/ degV(x) when x ∼ y (and 0 otherwise), where degV(x) := {y ∈ V : y ∼ x}.
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Theorem 6.1. Let z, h, g+ and g− be as in Theorem 2.1, for simple random
walk on a graph (V, E), and let D be a finite connected subset of V with
z ∈ D. Define

∂D := {x ∈ D : x ∼ y for some y /∈ D},
∂2D := ∂D ∪ {x ∈ D : x ∼ y for some y ∈ ∂D},
h1 := min{h(x) : x ∈ ∂2D},
B := {x ∈ D : x ∼ y for some y with h(y) ≥ h1}.

Let {Xn}∞n=0 be a simple random walk on D. Let τ := min{n : Xn = z}.
Then, for any X0 = x0 ∈ D,∫ h1

0

2(u ∧ h(x0))
g+(u)

du ≤ Ex0 τ ≤
∫ h1

0

2(u ∧ h(x0))
g−(u)

du+ ∆, (6.1)

where ∆ := Ex0 #{n ≤ τ : Xn ∈ B}.

Note that h is harmonic on all of V, while Xn is defined on D with
transition probabilities pD(x, y) := 1/ degD(x) when x ∼ y and x, y ∈ D.

The error term ∆ can be estimated in several ways. One of them is to
bound τ = τz by the time τ∗ that it takes the random walk to visit z and
return to x0. Then (see, e.g., Lemma 10.5 and Proposition 10.6 in [5])

∆ ≤ Ex0 #{n ≤ τ∗ : Xn ∈ B} =
µ(B)
µ(D)

Ex0(τ∗) = µ(B)R(x0 ↔ z), (6.2)

where µ(B) =
∑

x∈B degD(x) and R(x0 ↔ z) is the resistance between x0

and z in D, regarded as an electrical network.

Proof. We define, in analogy with (2.3) and (2.9),

F±(s) :=
∫ s∧h1

0

∫ h1

t

2
g±(u)

dudt =
∫ h1

0

2(s ∧ u)
g±(u)

du. (6.3)

We thus integrate only up to h1, and we may redefine g+(u) =∞ for u > h1.
The right hand inequality in (2.1) then still holds for all x ∈ V, and we obtain
from x ∈ D\∂D, exactly as in Section 2,

E(F+(h(Xn+1))|Xn = x) = Ex F+(h(X1)) ≥ F+(h(X))− 1. (6.4)

On the other hand, if Xn = x ∈ ∂D, then Xn+1 ∈ ∂2D, and thus h(Xn),
h(Xn+1) ≥ h1 and F+(h(Xn+1)) = F+(h(Xn)), so (6.4) holds in this case
too. Consequently, Yn := F+(h(Xn)) + n is a submartingale, and as in
Section 2

Ex0 τ = Ex0 Yτ ≥ Ex0 Y0 = F+(h(x0)),

which is the left hand inequality of (6.1).
For an upper bound, we assume that x 6= z. The argument in Section 2

works for x ∈ D\B, and we obtain

Ex F−(h(X1)) ≤ F−(h(x))− 1, x ∈ D\B. (6.5)
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For x ∈ B\∂D, the same argument yields only, using F
′′
− ≤ 0,

Ex F−(h(X1)) ≤ F−(h(x)), x ∈ B\∂D. (6.6)

Finally, if x ∈ ∂D, then h(x), h(X1) ≥ h1 for every X1 ∼ x, and

F−(h(X1)) = F−(h(x)), x ∈ ∂D. (6.7)

We define Nn := #{k < n : Xk ∈ B} and find from (6.5)–(6.7) that if
Y ∗n := F−(h(Xn))+n−Nn, then Y ∗n∧τ , n ≥ 0, is a supermartingale and thus

Ex0 τ − Ex0 Nτ = Ex0 Y
∗
τ ≤ Y ∗0 = F−(h(x0)),

which completes the proof of (6.1). �

6.1. Application. Take V = Z2 with edges between vertices at distance 1.
Consider simple random walk on the disk D = {x ∈ Z2 : |x| ≤ R}. Let
z = 0 ∈ D and take h and g± as in (3.1) and (3.3). Then by (3.4) and (6.3),

F±(x0) =
∫ h1

0

2(u ∧ h(x0))
g±(u)

du

=
∫ h1

0
4(u ∧ h(x0))(e2(u−b) ±O(eu))du

=
[
2(u ∧ h(x0))e2(u−b)]h1

0
−
∫ h(x0)∧h1

0
2e2(u−b) +O

(∫ h1

0
h(x0)eudu

)
= 2(h(x0) ∧ h1)e2(h1−b) − e2(h(x0)∧h1−b) + 1 +O(h(x0)eh1),

where b = γe + 3
2 log 2. By (3.1),

h1 = log(R+O(1)) + b+O(R−2) = logR+ b+O(R−1),

h(x0) = log |x0|+ b+O(|x0|−2).

Thus

F±(x0) = 2
(
h(x0) +O(R−1)

)
e2 logR+O(R−1) − e2 log |x0|+O(|x0|−2+R−1) + 1 +O(R log |x0|)

= 2R2h(x0) +O(R logR)− |x0|2.
Further, it is easily seen that x ∈ B implies |x| = R − O(1), and thus
µ(B) = O(R). Also, it is easy to see that for x0 in D we have

R(x0 ↔ 0) = O(logR) .

(This follows, e.g., from the method of random paths [6] by picking a uniform
point u on the chord bisecting the segment x0z, and considering the lattice
path closest to the union of the segments x0u and uz.) Thus (6.2) yields

∆ = O(Ex0 τ∗/R) = O(R · R(x0 ↔ 0)) = O(R logR).

Consequently, Theorem 6.1 yields for the hitting time τ of the origin, that

Ex0 τ = 2R2h(x0) +O(R logR)− |x0|2.
For |x0| ≥ R1/2 say, we can write this as

Ex0 τ = 2R2 log |x0|+ 2bR2 − |x0|2 +O(R logR).
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