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Abstract. We give general theorems on asymptotic normality for addi-
tive functionals of random tries generated by a sequence of independent
strings. These theorems are applied to show asymptotic normality of
the distribution of random fringe trees in a random trie. Formulas for
asymptotic mean and variance are given. In particular, the proportion
of fringe trees of size k (defined as number of keys) is asymptotically,
ignoring oscillations, c/(k(k−1)) for k ≥ 2, where c = 1/(1+H) with H
the entropy of the letters. Another application gives asymptotic normal-
ity of the number of k-protected nodes in a random trie. For symmetric
tries, it is shown that the asymptotic proportion of k-protected nodes
(ignoring oscillations) decreases geometrically as k →∞.

1. Introduction

We consider random tries constructed from a number of random (infinite)
strings with letters in a fixed finite alphabet A. (The most important case is
A = {0, 1}, and the reader may for simplicity assume this without essential
loss.) See Section 2 for the definition of tries and other definitions of terms
used here in the introduction.

We assume throughout the paper that the strings are i.i.d., and moreover,
that the individual letters in the strings are i.i.d. The number of strings will
be either fixed, or a Poisson variable; we refer to these as the fixed n model
(where n is the number of strings) and the Poisson model.

As has been well-known since at least [15; 30], for some sets of letter
probabilities (in particular, for the symmetric case with equal probabili-
ties), there are typically (numerically small) oscillations in the asymptotics
of both mean and variance for functionals of random tries; nevertheless as-
ymptotic normality holds with suitable normalizations. The cases where
oscillations occur are well understood, either from the location of poles of
Mellin transforms, see e.g. [8; 16], or from (the arithmetic case of) renewal
theory, see [26; 18].

One of our main results is a central limit theorem (i.e., asymptotic nor-
mality) of this type, including possible oscillations, for additive functionals
of tries under rather weak conditions, for both the fixed n model and the
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Poisson model (Theorem 3.9). This theorem assumes that the toll func-
tion is bounded (together with another technical condition). We give, as a
corollary, a law of large numbers (Theorem 3.12).

In Section 4, several applications of these theorems are given. In particu-
lar, we study random fringe trees of tries, and show central limit theorems
for the distribution of them. We study also the number of k-protected nodes
in tries, k ≥ 2, and prove a central limit theorem. We show also that for
symmetric tries, ignoring oscillations, the expected number of k-protected
nodes decreases geometrically as k →∞. We give also a couple of other
applications.

Our method of proof consists of the following three separate parts:

(1) To prove asymptotic normality for the Poisson model, we use the inde-
pendence of different branches in the trie and the classical central limit
theorem for sums of independent random variables. The proof requires
several estimates, including a moment estimate that is proved by induc-
tion using a less common version of Rosenthal’s inequality (Lemma 6.4).

(2) To depoissonize, i.e., transfer results to the fixed n model, we use here a
novel approach, using a conditional limit theorem by Nerman [27]. The
main condition for this theorem is that the functionals we consider are
increasing, or at least the difference of two increasing functionals.

(3) To find asymptotic means and variances, we use results from [18] based
on renewal theory, see also [26].

Note that there are several earlier papers on asymptotic normality for
tries, where all three steps have been proved by detailed analyses of gen-
erating functions. That is a wonderful method, but the method used here
avoids the necessity to estimate the generating functions in the complex
plane; this may be useful or convenient in some applications. Furthermore,
our method is easily adapted to more general sources of random strings, see
Remark 1.1. The reader is encouraged to compare, and perhaps combine,
the methods for future work.

We state the results of steps (1) and (2) above as general central limit
theorems, in several versions (Theorems 5.3–5.8, with proofs in Section 6),
where the toll function may be unbounded but we assume some technical
conditions on moments of the additive functional and its toll functional.
Then, as step (3), we prove separately (in Section 7) Theorem 3.1 on mean
and variance of additive functionals. This is based on a theorem from [18],
which for convenience is stated, and somewhat extended, in Appendix A.
Finally, Theorem 3.9 follows by combining Theorem 3.1 and the general
central limit theorems. (This proof is in Section 8.)

One reason for this organization is that the central limit theorems and
the moment asymptotics are proved by quite different methods, and we find
it instructive to present them separately, and not only their combination
Theorem 3.9. This also enables us to present somewhat more general results,
as said above.
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Remark 1.1. The method of proof of normality (steps (1) and (2) above)
applies, under suitable conditions, also to random strings where the letters
are not independent, for example strings from a Markov source, or the bit ex-
pansions of random numbers with a non-uniform distribution on (0, 1). (We
still assume that different strings are i.i.d.) This will be studied elsewhere.
�

2. Preliminaries

2.1. Some general notation. We use
p−→ and

d−→ to denote convergence

in probability and distribution, respectively, of random variables.
d
= denotes

equality in distribution.
(X | E) denotes the random variable X conditioned on the event E .

For a random variable X and r > 0, ‖X‖r := (E |X|r)1/r, the Lr norm.
C denotes various unimportant constants, possibly different at different

occurences. We sometimes for clarity write C1, C2, . . . , and we use Cλ for a
“constant” that depends on λ.

We use standard o and O notation, for sequences and functions of a real
variable; note that O is used both in a global and an asymptotic sense:
for example, f(x) = O(g(x)) for x ∈ S means that |f(x)| ≤ Cg(x) for
all x ∈ S (equivalently, if g(x) > 0 in S, f(x)/g(x) is bounded in S),
while f(x) = O(g(x)) as x→∞ means that |f(x)| ≤ Cg(x) for large x.
For positive functions or sequences we also use the notations Ω and Θ:
f(x) = Ω(g(x)) as x→∞ means that f(x) ≥ cg(x) for some c > 0 and
large x, or, equivalently, g(x) = O(f(x)) as x→∞; f(x) = Θ(g(x)) means
f(x) = O(g(x)) and f(x) = Ω(g(x)), and similarly for sequences.

For x ∈ Rd, |x| denotes the usual Euclidean norm. (Any other norm
would do as well.)

For x ∈ R, bxc is the largest integer ≤ x.
log denotes the natural logarithm.

2.2. Strings. We consider strings with letters in a finite alphabet A. (A is
fixed throughout the paper.) Let A∗ :=

⋃∞
n=0An, the set of finite strings

from A. The empty string is denoted by ε.
We write α � β if α and β are two strings and α is a prefix of β.
The tries will be constructed from n random infinite strings Ξ(1),Ξ(2), . . . ,

Ξ(n), where Ξ(k) = ξ
(k)
1 ξ

(k)
2 · · · with letters ξ

(k)
i ∈ A. (We may drop the

superscript and write Ξ = ξ1ξ2 · · · for a generic string in the sequence.) We

suppose that the strings Ξ(k) are independent, and furthermore that the

individual letters ξ
(k)
i are i.i.d. We thus assume throughout the paper that

we are given a probability distribution p = (pα)α∈A, and that

P(ξ
(k)
i = α) = pα, α ∈ A. (2.1)
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To avoid trivialities, we assume that each pα > 0 (otherwise we may reduce
A), and that |A| > 1, and thus each pα < 1. We let pmin := minα pα and
pmax := maxα pα, and note that 0 < pmin ≤ pmax < 1.

The entropy H is defined by

H := −
∑
α∈A

pα log pα > 0. (2.2)

Given a finite string α1 · · ·αm ∈ A∗, let P (α1 · · ·αm) be the probability
that the random string Ξ has prefix α1 · · ·αm, i.e., that ξi = αi for i ≤ m.
In particular, for a single letter, P (α) = pα, and in general

P (α1 · · ·αm) =

m∏
i=1

pαi . (2.3)

For later use we define, for complex s ∈ C,

ρ(s) :=
∑
α∈A

psα (2.4)

and note that (2.3) implies that, for any m ≥ 0,∑
|α|=m

P (α)s =
∑

α1,...,αm∈A∗

m∏
i=1

psαi = ρ(s)m. (2.5)

For any real r > 1, we have

ρ(r) =
∑
α∈A

prα <
∑
α∈A

pα = 1, (2.6)

and thus by (2.5)∑
α∈A∗

P (α)r =

∞∑
m=0

∑
|α|=m

P (α)r =

∞∑
m=0

ρ(r)m <∞. (2.7)

Furthermore, we note that

d

ds
ρ(s)

∣∣
s=1

=
∑
α∈A

pα log pα = −H. (2.8)

2.3. Trees. A leaf in a rooted tree is a node without children; leaves are also
called external nodes, while the remaining nodes are called internal nodes.

Let T∞ be the infinite |A|-ary tree where the nodes are the finite strings
α ∈ A∗; the root is the empty string ε, and the children of a node α are
the nodes αγ with γ ∈ A. Hence α is a (strict) ancestor of β if and only if
α ≺ β (i.e., α is a strict prefix of β).

A finite |A|-ary tree is a finite subtree of T∞ containing its root ε; for
convenience we regard also the empty tree ∅ with no nodes as a finite |A|-
ary tree. Let T be the countable set of all finite |A|-ary trees, and let
T+ := T \ {∅}, the subset of nonempty trees.

We may identify trees in T with their sets of nodes, and we write |T | for
the number of nodes in T ; we denote the numbers of internal and external
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nodes (= leaves) by |T |i and |T |e, respectively; thus |T | = |T |i + |T |e. Let
Tn := {T ∈ T : |T |e = n}, the set of finite |A|-ary trees with exactly n leaves.
(Note that we in the present paper thus count the size by the number of
leaves; this is natural in the context of tries.)

Let • ∈ T denote the tree consisting of only the root ε. Thus |•| = |•|e = 1
and • ∈ T1.

2.4. Tries. A trie (for a given alphabet A) is an |A|-ary tree that is con-
structed in the following way from a set of n ≥ 0 distinct strings in A∞, see
e.g. [22, Section 6.3], [31, Section 1.1] and [6, Section 7.1]. If n = 0, the trie
is defined to be the empty tree ∅. Otherwise, we begin with a root, and put
every string in the root. If n = 1, then we stop there, so the trie has just
one node. Otherwise, i.e., if n ≥ 2, we pass all strings to new nodes; for each
letter α ∈ A, we pass all strings beginning with α, if any, to a new node
labelled α. We continue recursively, the next time partitioning the strings
according to the second letter, and so on, always looking at the first letter
not yet inspected; hence, the strings passed to a node α ∈ A∗, if any, are
the strings with prefix α, and if there are at least two such strings, then
they are all passed further to children of α. At the end there is a tree with
n leaves, each containing one string.

Given a set of infinite strings, let να be the number of these strings that
have α as a prefix, for α ∈ A∗, and note that the trie T just constructed
can be defined as the subtree of T∞ consisting of all nodes α such that one
of the following holds:

• να ≥ 2 (then α is an internal node in T ),
• να = 1 and either α = ε or the parent of α is an internal node (then
α is an external node in T ).

We are mainly interested in random tries, see below, but we say also that
a deterministic |A|-ary tree is a trie if it can be generated in this way from
some set of strings. (It is easily seen that a finite |A|-ary tree is a trie if and
only if there is no leaf with a parent that has only one child.) Denote the
set of all tries by T ⊂ T. Let Tn := Tn ∩ T, the set of tries with n leaves,
and T+ :=

⋃∞
1 Tn = T \ {∅}.

Note that adding a new string to the ones generating a trie T means either
adding a new leaf to an internal node of T , or converting a leaf to a path of
k ≥ 1 additional internal nodes, and adding two new leaves to the last node
in this path. We call this adding a new string to T .

A functional of tries is a function ϕ : T→ R such that (to avoid uninter-
esting complications) ϕ(∅) = 0.

We say that a functional Φ of tries is increasing if Φ(T1) ≤ Φ(T2) whenever
T1 is a subtree of T2. It is easily seen that it suffices to consider the case
when T2 is obtained from T1 by adding a new string.
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2.5. Random tries. Let Tn denote the random trie generated by the n
i.i.d. random infinite strings Ξ(1),Ξ(2), . . . ,Ξ(n) (see Section 2.2). Note that
Tn has n leaves, so Tn ∈ Tn.

In the trivial case n = 1, we see that T1 = • is non-random. (This is the
only trie in T1.)

We consider also the Poisson version. In general, for any random variable
N ∈ N0, independent of the strings Ξ(k), k ≥ 1, we may consider the tree
TN constructed from the N strings Ξ(1), . . . ,Ξ(N). We will only consider the
case N = Nλ ∼ Po(λ) for some λ > 0, and we then use the notation

T̃λ := TNλ . (2.9)

In the Poisson case, we use the notation Nλ,α for the (random) number να
of strings with prefix α, i.e.,

Nλ,α :=
∣∣{k ≤ Nλ : Ξ(k) � α}

∣∣. (2.10)

By standard properties of the Poisson distribution, for any α ∈ A∗,

Nλ,α ∼ Po
(
λP (α)

)
. (2.11)

Furthermore, for any finite strings α1, . . . ,α` such that none of them is a
prefix of another, the random variables Nλ,α1 , . . . , Nλ,α` are independent.

2.6. Bucket tries. A bucket trie (or b-trie [31]) is a generalization of tries;
it is constructed from a number of strings recursively in the same way as
a trie, see Section 2.4, but stopping when the number of strings in a node
is at most some given number b, known as the bucket size. Thus ordinary
tries is the case b = 1. In general, a leaf (external node) will contain from
1 to b strings. (The leafs are also called buckets.) In the notation above for
random tries, the internal nodes are {α ∈ A∗ : να ≥ b+ 1}.

Note that, for any given bucket size b ≥ 2, we can construct the trie T
based on a set of strings by first constructing the bucket trie T ′ with bucket
size b, and then letting a small trie grow from each bucket. Moreover, for
i.i.d. random strings Ξ(1), . . . ,Ξ(n) as above, conditioned on the bucket trie,
these small tries are independent, and the small trie grown from a bucket
that contains k strings is a copy of Tk.

We use bucket tries as a tool in some proofs.

2.7. Fringe trees. Given a rooted tree T and a node v in T , let T v be the
subtree of T consisting of v and all its descendents (with v as the root of
T v). Such subtrees are called fringe subtrees, or just fringe trees, of T . For
convenience, we also define T v := ∅, the empty tree, if v /∈ T . We consider
in the present paper only trees T ∈ T, i.e., finite |A|-ary trees; we then also
regard the fringe trees T v as elements of T in the obvious way. (Recall that
we have defined trees in T as subtrees of T∞ with root ε, the empty string.)
Thus, formally,

Tα = {β ∈ A∗ : αβ ∈ T} (2.12)
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Note that the fringe trees of a trie are tries. Furthermore, for a trie T
generated as in Section 2.4 from a set of strings, and any α ∈ T ,

|Tα|e = να, (2.13)

the number of generating strings with prefix α.
The random fringe subtree T ∗ is the random rooted tree obtained by

taking the subtree T v at a uniformly random node v in T ; see [1]. (We
assume T 6= ∅.) Let, for |A|-ary trees T, T ′ ∈ T,

nT ′(T ) :=
∣∣{v ∈ T ′ : T v = T ′}

∣∣, (2.14)

i.e., the number of subtrees of T that are equal to T ′. Then the distribution
of T ∗ is given by

P(T ∗ = T ′) = nT ′(T )/|T |, T ′ ∈ T. (2.15)

When T is a random tree, as in [1] as well as in the present paper where

we consider Tn and T̃λ, nT ′(T ) is a random variable for each T ′ ∈ T, and
(2.15) holds for the conditional probability P

(
T ∗ = T ′ | T

)
.

2.8. Additive functionals. Let ϕ be a functional of tries, and consider
the functional Φ defined for a trie T ∈ T by the sum

Φ(T ) = Φ(T ;ϕ) :=
∑
v∈T

ϕ(T v). (2.16)

(Thus, Φ(∅) = 0.) Recall that we assume ϕ(∅) = 0. Hence, (2.16) can be
written as the formally infinite sum

Φ(T ) =
∑
α∈A∗

ϕ(Tα). (2.17)

Moreover, the definition (2.16) can also be written recusively as

Φ(T ) = ϕ(T ) +
∑
α∈A

Φ(Tα), (2.18)

where Tα, α ∈ A, are the principal branches of T , i.e., the fringe subtrees
rooted at the children of the root.

A functional Φ that can be written as (2.16)–(2.18) is often called an
additive functional with toll function ϕ. (Any functional can be written
in this form for some ϕ, so the important part of this terminology is the
relation between Φ and ϕ.)

Example 2.1. A simple example, which will be important in the sequel, is
the toll function

ϕ•(T ) := 1{|T | = 1} = 1{T = •}; (2.19)

then (2.16) shows that the corresponding additive functional Φ• counts the
number of leaves in T . In particular, a random trie Tn has always n leaves,
and thus Φ•(Tn) = n is non-random. Similarly, by (2.9),

Φ•(T̃λ) = Nλ ∼ Po(λ). (2.20)
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Example 2.2. A more general example is to take ϕ(T ) = 1{T = T ′}, the
indicator that T equals some given tree T ′ ∈ T; then Φ(T ) = nT ′(T ) defined
in (2.14). Conversely, for any ϕ, (2.16) can be written

Φ(T ) =
∑
T ′∈T+

ϕ(T ′)nT ′(T ); (2.21)

hence any additive functional can be written as a (potentially infinite) lin-
ear combination of the subtree counts nT ′(T ), where it suffices to consider
(nonempty) tries T ′. �

2.9. Fringe trees of tries. For the random trie T̃λ and any string α ∈ A∗,
we have by the recursive construction of tries that the fringe tree T̃ α

λ is a
trie constructed from Nλ,α strings, except in the case Nλ,α = 1, when it is

also possible that T̃ α
λ = ∅ because α /∈ T̃λ (when α has a parent that is not

an internal node). We therefore define

T̃ α+
λ :=

{
T̃ α
λ , Nλ,α 6= 1,

•, Nλ,α = 1.
(2.22)

Then, T̃ α+
λ is always a trie constructed from Nλ,α strings, and thus, by

(2.11), for any (fixed) α ∈ A∗,

T̃ α+
λ

d
= T̃λP (α). (2.23)

Furthermore, T̃ α
λ and T̃ α+

λ differ by (2.22) only in the case T̃ α
λ = ∅ and

T̃ α+
λ = •; hence, for any functional ϕ on T,

ϕ(T̃ α
λ ) = ϕ(T̃ α+

λ ) +O(1). (2.24)

Moreover, if ϕ : T→ R is a functional such that ϕ(•) = 0, then

ϕ(T̃ α
λ ) = ϕ(T̃ α+

λ )
d
= ϕ

(
T̃λP (α)

)
. (2.25)

For any finite strings α1, . . . ,α` such that none of them is a prefix of

another, the random tries T̃ α1+
λ , . . . , T̃ α`+

λ are independent, since this holds
for Nλ,α1 , . . . , Nλ,α` as pointed out above. Note that this does not hold for

the fringe tries T̃ α1
λ , . . . , T̃ α`

λ in general, again because of the special case
Nλ,α = 1.

For these reasons, we will often as a technical tool use T̃ α+
λ instead of

T̃ α
λ .

Remark 2.3. For any additive functional Φ with toll function ϕ, Φ(•) =

ϕ(•) by (2.16), and thus it follows from (2.22) that Φ(T̃ α
λ ) − ϕ(T̃ α

λ ) =

Φ(T̃ α+
λ )− ϕ(T̃ α+

λ ). Hence, for any α1, . . . ,α` such that none is a prefix of

another, by the comments just made, the random variables Φ(T̃ α
λ )−ϕ(T̃ α

λ )
are independent. This could be used in the proofs below as an alternative
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to using the modified fringe tree T̃ α+
λ ; it seems that the choice is mainly a

matter of taste, but we invite the reader to explore this further. �

2.10. Greatest common divisor. Given a set S of real numbers, we define
gcd(S) to be the largest positive real number d such that S ⊆ dZ (equiva-
lently: x/d ∈ Z for every x ∈ S), provided that some such d > 0 exists; if
no such d exists, we define gcd(S) := 0. (We assume that S contains some
non-zero element; otherwise this definition would give ∞.) We will only
use this in the case S := {− log pα : α ∈ A}, and we then use the special
notation dp := d(S) for this S. We say that p is periodic if dp > 0. (This is
when periodic oscillations typically occur in the results below.)

In particular, if x, y 6= 0, then gcd(x, y) = 0 ⇐⇒ x/y /∈ Q. Hence, if
A = {0, 1}, then

dp = 0 ⇐⇒ log p1

log p0
/∈ Q. (2.26)

2.11. Mellin transform. If f is a (measurable) function on (0,∞), its
Mellin transform is defined by

f∗(s) :=

∫ ∞
0

f(s)xs−1 dx, (2.27)

for all complex s such that the integral converges absolutely. (This domain is
always a vertical strip in the complex plane, which may be infinite, finite, or
empty. For simplicity we consider only absolute convergence which suffices
for us; for other purposes one might also consider conditionally convergent
integrals (2.27).) See further e.g. [9, Appendix B.7].

2.12. Convergence and approximation in distribution. As said above,

we use
d−→ to denote convergence in distribution of random variables; these

may take values in some metric space S, see e.g. [2]. (We will only use

S = Rd for some d.) Recall that by definition [2], Xn
d−→ Y if and only

if E f(Xn) → E f(Y ) as n→∞ for every bounded continuous function f :
S → R. We extend this notion as follows.

Let (Xn)∞1 and (Yn)∞1 be two sequences of random variables with values

in a metric space S. We write Xn
d
≈ Yn if, for every bounded continuous

function f : S → R,

E f(Xn) = E f(Yn) + o(1) as n→∞. (2.28)

If S = R, we say that Xn
d
≈ Yn with moments of order s (where s ∈ N) if

(2.28) holds and also

EXs
n = EY s

n + o(1) (2.29)

with both sides finite. More generally, if S = Rd, we say that Xn
d
≈ Yn with

moments of order s if (2.28) holds and also, for every multi-index m with
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|m| = s,

EXm
n = EYm

n + o(1) (2.30)

with both sides finite. Similarly, still for S = Rd, we say that Xn
d
≈ Yn with

absolute moment of order s (where s ∈ R+) if (2.28) holds and also

E |Xn|s = E |Yn|s + o(1) (2.31)

with both sides finite.
For applications, ordinary moments are usually more interesting, but we

use absolute moments in at least one proof; we therefore give statements
including both. For brevity we will write “with [absolute] moments of or-
der s”, meaning with absolute moments of order s and, provided s is an
integer, also with moments of order s. (For the relation between these, see
Appendix B.)

We use the same notation for variables Xλ and Yλ depending on a con-
tinuous parameter.

Remark 2.4. If Yn = Y for all n, then Xn
d
≈ Yn is equivalent to Xn

d−→
Y , by the definitions above. More generally, the same holds if we assume

Yn
d−→ Y . �

Remark 2.5. The standard subsequence principle says that a sequence in
a metric space converges to a limit x if and only if every subsequence has
a subsubsequence that converges to x. It is well known that this holds also
for convergence in distribution, in any metric space. (Cf. [11, Section 5.7]).

It holds also for
d
≈ (and any metric space S): If every subsequence (nk)

has a subsubsequence along which Xn
d
≈ Yn, then Xn

d
≈ Yn along the full

sequence. (This follows by fixing f : S → R: each subsequence then has
a subsubsequence such that (2.28) holds, and thus (2.28) holds for the full
sequence.) The same holds with a continuous parameter. �

We use the subsequence principle several times in our proofs, often omit-

ting some details. Here follows one example, extending to
d
≈ the standard

result that if Xn
d−→ Y , then uniform integrability of |Xn|s implies conver-

gence of [absolute] moments of order s, see e.g. [11, Theorem 5.5.9].

Lemma 2.6. Let (Xn)∞1 and (Yn)∞1 be random vectors in Rd such that

Xn
d
≈ Yn. Let further s > 0, and suppose that the sequence (|Xn|s) and

(|Yn|s) are uniformly integrable. Then, Xn
d
≈ Yn with [absolute] moments of

order s.

We give a detailed proof in Appendix B, together with a converse and
some further comments.
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3. A central limit theorem

We begin with our main results. Proofs are given in Sections 7 and 8.
The first theorem is a preliminary result giving asymptotics for mean

and variance of additive functionals in the Poisson model under rather weak
conditions (implying a linear growth), including the case of bounded toll
functions; it also introduces some notation that will be used in the sequel.
Corresponding results for the fixed n model (under stronger conditions) are
included in Theorem 3.9.

Recall the definition of the entropy H in (2.2), the greatest common di-
visor dp := gcd{− log pα : α ∈ A} in Section 2.10, and the Mellin transform
f∗ in (2.27).

Theorem 3.1. Let ϕ be a toll function and let Φ be the corresponding
additive functional given by (2.16). Suppose that, for some ε > 0, as λ→∞,

Eϕ(T̃λ) = O
(
λ1−ε), (3.1)

Varϕ(T̃λ) = O
(
λ1−ε). (3.2)

Let

χ := ϕ(•), (3.3)

fE(λ) := Eϕ(T̃λ)− χλe−λ, (3.4)

fV(λ) := 2 Cov
(
ϕ(T̃λ),Φ(T̃λ)

)
−Varϕ(T̃λ)

+ 2χλe−λ
(
EΦ(T̃λ)− Eϕ(T̃λ)

)
− χ2λe−λ

(
1− λe−λ

)
, (3.5)

fC(λ) := Cov
(
ϕ(T̃λ), Nλ

)
+ χλ(λ− 1)e−λ. (3.6)

Then the following hold.

(i) If dp = 0, then, as λ→∞,

EΦ(T̃λ)

λ
→ χ+

1

H
f∗E(−1) = χ+

1

H

∫ ∞
0

fE(x)x−2 dx, (3.7)

Var Φ(T̃λ)

λ
→ χ2 +

1

H
f∗V(−1) = χ2 +

1

H

∫ ∞
0

fV(x)x−2 dx, (3.8)

Cov
(
Φ(T̃λ), Nλ

)
λ

→ χ+
1

H
f∗C(−1) = χ+

1

H

∫ ∞
0

fC(x)x−2 dx. (3.9)

(ii) More generally, for any dp, as λ→∞,

EΦ(T̃λ)

λ
= χ+

1

H
ψE(log λ) + o(1), (3.10)

Var Φ(T̃λ)

λ
= χ2 +

1

H
ψV(log λ) + o(1), (3.11)

Cov
(
Φ(T̃λ), Nλ

)
λ

= χ+
1

H
ψC(log λ) + o(1), (3.12)
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where ψX, for X = E,V,C, are bounded continuous functions defined
as follows:
(a) If dp = 0 then ψX is constant: for all t,

ψX(t) := f∗X(−1). (3.13)

(b) If d = dp > 0, then ψX is a continuous d-periodic function having
the Fourier series

ψX(t) ∼
∞∑

m=−∞
f∗X

(
−1− 2πm

d
i
)
e2πimt/d. (3.14)

Furthermore,

ψX(t) = d
∞∑

k=−∞
ekd−tfX

(
et−kd

)
. (3.15)

Moreover, if X = E, or if f ′X(λ) = O(λ−ε1) as λ→∞ for some
ε1 > 0, then the Fourier series (3.14) converges absolutely, and
thus ∼ may be replaced by = in (3.14).

(iii) If ϕ(T ) ≥ 0 for every trie T and ϕ(T ′) > 0 for some trie T ′, then

inft
(
H−1ψE(t) + χ

)
> 0, and thus EΦ(T̃λ) = Θ(λ) as λ→∞.

Remark 3.2. When dp > 0, the constant term in (3.14) is f∗X(−1). Thus
we may regard the right-hand sides of (3.7)–(3.9) as “average asymptotic
values” of the left-hand sides also when dp > 0, remembering that then the
asymptotics really also include oscillations around these values. As is well
known, the oscillation are numerically small in typical examples. �

Remark 3.3. It can be seen above, and in more detail later in the proof,
that fringe subtrees • (leaves) play a special role; see also Section 2.9. The
formulas in Theorem 3.1 simplify somewhat in the case ϕ(•) = 0, where such
fringe subtrees are ignored. (This case is very common in applications, see
Section 4 for examples.) In particular, if ϕ(•) = 0, then (3.4)–(3.6) simplify
to

fE(λ) := Eϕ(T̃λ), (3.16)

fV(λ) := 2 Cov
(
ϕ(T̃λ),Φ(T̃λ)

)
−Varϕ(T̃λ), (3.17)

fC(λ) := Cov
(
ϕ(T̃λ), Nλ

)
. (3.18)

�

Remark 3.4. It follows from the proof that fE(λ), fV(λ), fC(λ) are finite for
every λ > 0, and extend to entire functions, and that the Mellin transforms
f∗E(s), f∗V(s), f∗C(s) exist at least in the strip −2 < Re s < −1 + ε/2, so the
values in (3.7)–(3.9) and (3.14) are well defined. In fact, at least f∗E(s)
exists in the strip −2 < Re s < −1 + ε, and (3.21) below shows that f∗C
extends analytically to the same strip, but we do not know whether (2.27)
always converges absolutely there for fC. (The integral converges at least
conditionally there by the proof of Lemma 3.6.) �
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Remark 3.5. The results (3.8) and (3.11) in Theorem 3.1 extend imme-

diately to the covariance Cov
(
Φ1(T̃λ),Φ2(T̃λ)

)
for two additive functionals

with toll functions ϕ1, ϕ2 satisfying (3.1)–(3.2); the function fV in (3.5) is
replaced by, with χj := ϕj(•),

fV,12(λ) := Cov
(
ϕ1(T̃λ),Φ2(T̃λ)

)
+ Cov

(
ϕ2(T̃λ),Φ1(T̃λ)

)
− Cov

(
ϕ1(T̃λ), ϕ2(T̃λ)

)
+ χ1

(
EΦ2(T̃λ)− ϕ2(T̃λ))

)
λe−λ + χ2

(
EΦ1(T̃λ)− ϕ1(T̃λ)

)
λe−λ

− χ1χ2

(
1− λe−λ

)
λe−λ. (3.19)

This follows by polarization, i.e., by considering ϕ1 ± ϕ2.

Note that taking ϕ2 = ϕ• yields Cov
(
Φ1(T̃λ), Nλ

)
, so we can regard (3.9)

and (3.12) as special cases of the bilinear versions of (3.8) and (3.11). Indeed,
it is easily verified that if ϕ1 = ϕ and ϕ2 = ϕ•, then (3.19) reduces to (3.6).
�

We use in the sequel frequently the number χ, the functions fE, fV, fC,
their Mellin transforms f∗E, f

∗
V, f

∗
C, and the periodic functions ψE, ψV, ψC de-

fined in Theorem 3.1; these have always the meanings above, for some given
ϕ. (We say this explicitly sometimes, for emphasis, but not always.) We
note a relation between fE and fC.

Lemma 3.6. Let ϕ be as in Theorem 3.1. Then, for all λ and t, and at
least for Re s ∈ (−2,−1 + ε/2),

fC(λ) = λf ′E(λ), (3.20)

f∗C(s) = −sf∗E(s), (3.21)

ψC(t) = ψE(t) + ψ′E(t), (3.22)

In particular,

f∗C(−1) = f∗E(−1). (3.23)

Remark 3.7. The argument in the proof of (3.20) shows also that

λ
d

dλ
Φ(T̃λ) = Cov

(
Φ(T̃λ, Nλ

)
. (3.24)

This derivative appears in the formula for the asymptotic variance of Φ(Tn)
already in [15]; we regard (3.24) as an explanation of this appearance.

Note also that (3.24) and (3.22) imply that (3.12) can be regarded as a
formal derivative of (3.10). �

The next theorem might be regarded as our main result. It gives asymp-
totic normality of additive functionals of tries for both the Poisson and the
fixed n model. The theorem is easy to apply but still quite general; we will
use it to show the results on fringe trees in Section 4. We have chosen to
state this theorem here, because of its central role in the paper. However,
as said above, we also later give some more general (and somewhat more
technical) central limit theorems in Section 5; the proof of Theorem 3.9 com-
bines some of these results from Sections 5 and Theorem 3.1. For simplicity,
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and convenience in many applications, we consider in the remainder of this
section only toll function that are bounded.

Remark 3.8. The proof of Theorem 3.9 shows that the assumption on
boundedness can be relaxed to the moment conditions (3.1), (3.2) and (5.5)
(for any r > 2) for ϕ and ϕ±. The same applies to Theorem 3.12. �

Theorem 3.9. Let ϕ be a bounded toll function and let Φ be the correspond-
ing additive functional given by (2.16). Suppose further that ϕ = ϕ+ − ϕ−
for some bounded toll functions ϕ± such that the corresponding functionals
Φ± are increasing. Then, with notation as in Theorem 5.3, (3.3)–(3.6) and
(3.13)–(3.15):

(i) If dp = 0, then, as λ→∞ and n→∞,

Φ(T̃λ)− EΦ(T̃λ)√
λ

d−→ N
(
0, σ2

)
, (3.25)

Φ(Tn)− EΦ(Tn)√
n

d−→ N
(
0, σ̂2

)
, (3.26)

with all [absolute] moments, where

σ2 = χ2 +H−1f∗V(−1), (3.27)

σ̂2 = H−1f∗V(−1)−H−2f∗C(−1)2 − 2χH−1f∗C(−1). (3.28)

(ii) For any dp ≥ 0, as λ→∞ and n→∞,

Φ(T̃λ)− EΦ(T̃λ)√
λ

d
≈ N

(
0, σ2(λ)

)
, (3.29)

Φ(Tn)− EΦ(Tn)√
n

d
≈ N

(
0, σ̂2(n)

)
, (3.30)

with all [absolute] moments, where

σ2(λ) = χ2 +H−1ψV(log λ), (3.31)

σ̂2(n) = H−1ψV(log n)−H−2ψC(log n)2 − 2χH−1ψC(log n), (3.32)

with continuous d-periodic functions ψV, ψC.
(iii) We have

EΦ(Tn) = EΦ(T̃n) + o
(√
n
)

(3.33)

and may thus replace EΦ(Tn) by EΦ(T̃n) in (3.26) and (3.30).
(iv) If lim infn→∞Var Φ(Tn)/n > 0, then, for any dp ≥ 0,

Φ(T̃λ)− EΦ(T̃λ)√
Var Φ(T̃λ)

d−→ N(0, 1), (3.34)

Φ(Tn)− EΦ(Tn)√
Var Φ(Tn)

d−→ N(0, 1), (3.35)

with convergence of all [absolute] moments.
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(v) The means EΦ(T̃λ) and EΦ(Tn) satisfy

EΦ(T̃λ) = λ
(
χ+H−1ψE(log λ)

)
+ o(λ), (3.36)

EΦ(Tn) = n
(
χ+H−1ψE(log n)

)
+ o(n). (3.37)

Remark 3.10. Theorem 3.9(i)–(iii) extend in an obvious way to multivari-
ate limits for several functionals Φk; this follows by the Cramér–Wold device
(or by modifying the proof). �

Remark 3.11. We can in (3.25), (3.29) and (3.34) not replace EΦ(T̃λ) by
its asymptotic value λ

(
χ+H−1ψE(log λ)

)
in (3.36). The reason is that that

when dp = 0, the o(1) error term in (3.10) typically is larger than λ−1/2; in
fact, this error term is in general not O(λ−ε) for any ε > 0. When dp > 0,
the error is O(λ−ε) for some ε > 0 depending on the probabilities p, but
this ε may be arbitrarily small; in particular, also in the case dp > 0, the

error is in general not o(λ−1/2). Thus the error term in (3.36) is in general

not o(λ1/2). These error estimates is implicit in Flajolet, Roux and Vallée
[8]; see Appendix C for details.

The same holds for Tn and (3.26), (3.30), (3.35), as a consequence of these

results for T̃λ and (3.33). �

As a corollary we obtain a weak law of large numbers. This is much weaker
than the central limit theorem in Theorem 3.9, and presumably holds under
weaker conditions (with a more direct proof), but we do not pursue this
here.

Theorem 3.12. Let ϕ be a toll function satisfying the conditions of Theo-
rem 3.9. Let f∗E(s), ψE(t) and χ be as in Theorem 3.1.

(i) Then, as λ→∞ and n→∞,

Φ(T̃λ)

λ
−H−1ψE(log λ)− χ p−→ 0, (3.38)

Φ(Tn)

n
−H−1ψE(log n)− χ p−→ 0. (3.39)

In particular, if dp = 0, then, as n→∞,

Φ(Tn)

n

p−→ H−1f∗E(−1) + χ = H−1

∫ ∞
0

E[ϕ(T̃λ)]λ−2 dλ+ χ. (3.40)

(ii) If furthermore ϕ ≥ 0 and P(ϕ(Tn) > 0) > 0 for some n ≥ 1, then
inft
(
H−1ψE(t) + χ

)
> 0, and thus, for some c > 0, as n→∞,

P
(
Φ(Tn) ≥ cn

)
→ 1. (3.41)

Problem 3.13. Do the limits (3.38)–(3.40) hold a.s.?

We give one case where the condition in Theorem 3.9(iv) holds; it holds
in many other cases too, but see Example 3.17 for a counterexample.
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Lemma 3.14. Let Φ be an additive functional with bounded toll function ϕ
and suppose that there exists n0 ∈ N such that ϕ(Tn) = an (a.s.) for n ≥ n0

and some constants an. Suppose also that Var Φ(Tn) 6= 0 for some n ≥ 1.
Then Var Φ(Tn) = Ω(n) as n→∞.

Our formulas for variance asymptotics and asymptotic variances, (3.8),
(3.11) and (3.31)–(3.32), use f∗V and ψV which are defined using fV(λ). The
definition (3.5) of fV(λ) is less useful for explicit calculations. We therefore
give also an alternative formula, which will be used in the applications in
Section 4. For simplicity, we consider only the case χ = 0.

We use for convenience the special notation∑*

α

:=
∑

α:|α|≥0

+
∑

α:|α|>0

(3.42)

where thus every α ∈ A∗ except α = ε is counted twice.

Lemma 3.15. Let ϕ be a bounded toll function with ϕ(•) = 0, and let Φ
be the corresponding additive functional. Then, for λ > 0 and (at least)
Re s ∈ (−2,−1

2),

fV(λ) =
∑*

α

Cov
(
ϕ(T̃λ), ϕ(T̃ α

λ )
)
, (3.43)

f∗V(s) =
∑*

α

∫ ∞
0

Cov
(
ϕ(T̃λ), ϕ(T̃ α

λ )
)
λs−1 dλ, (3.44)

with sums and integrals absolutely convergent.

We give also another useful formula for f∗E.

Lemma 3.16. Let ϕ be a bounded toll function. Then, at least for −2 <
Re s < 0,

f∗E(s) =
∞∑
n=2

Γ(n+ s)

n!
Eϕ(Tn). (3.45)

In particular,

f∗E(−1) = f∗C(−1) =

∞∑
n=2

Eϕ(Tn)

(n− 1)n
. (3.46)

Example 3.17. The following example is in a sense negative, since it shows
how trivial results can be derived by non-trivial calculations from the the-
orems above. However, the example serves both as an illustration of the
formulas above, and as a counterexample and warning that there may be
cancellations that are not obvious, leading to, for example, vanishing as-
ymptotic variance or absence of expected oscillations.

Consider the toll function

ϕ(T ) :=
∑
α∈A

1{|Tα|e = 1}. (3.47)
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Then, if v is a leaf in T , then ϕ(T v) = 1, while if v is an internal node,
then ϕ(T v) equals the number of children that are leaves. Since every leaf
is a child of some internal node, except in the case |T |e = 1, it follows from
(2.16) that if |T |e > 1, then Φ(T ) is twice the number of leaves. In general,
using the notation (2.19),

Φ(T ) = 2|T |e − 1{|T |e = 1} = 2|T |e − ϕ•(T ). (3.48)

In particular, Φ(Tn) = 2n for n ≥ 2, and Var Φ(Tn) = 0. Also, Φ(T̃λ) =

2Nλ +O(1) and Var Φ(T̃λ) = 4λ+ (4λ2 − 3λ)e−λ − λ2e−2λ ∼ 4λ.
The additive functional Φ is increasing and the toll function ϕ is bounded,

so Theorem 3.9 applies.
We have χ = ϕ(•) = 1 and, by (3.4),

fE(λ) = Eϕ(T̃λ)− λe−λ =
∑
α∈A

pαλe
−pαλ − λe−λ. (3.49)

Thus, when Re s > −1, using (2.27) and (2.4),

f∗E(s) =
∑
α∈A

∫ ∞
0

pαλ
se−pαλ ds−

∫ ∞
0

λse−λ dλ

=
∑
α∈A

p−sα Γ(s+ 1)− Γ(s+ 1) =
(
ρ(−s)− 1

)
Γ(s+ 1). (3.50)

By analytic continuation, (3.50) holds for Re s > −2, with a removable
singularity at s = −1. Letting s→ −1 yields, using (2.8),

f∗E(−1) = lim
s→−1

ρ(−s)− 1

s+ 1
Γ(s+ 2) =

d

ds
ρ(−s)

∣∣
s=−1

= H. (3.51)

Note that in the periodic case dp > 0, the sum (3.14) is over roots ζm :=
−1− 2πmi/d of ρ(−s) = 1, and (3.50) shows that f∗E(ζm) = 0 for each such
root ζm 6= −1. Hence, ψE(t) is constant also in the periodic case, and for
any p,

ψE(t) = f∗E(−1) = H. (3.52)

In other words, the oscillations that usually occur vanish in this example.
(This is not so obvious from (3.15).) Hence, for any p, Theorem 3.9(v) gives

EΦ(T̃λ)/λ→ χ+H−1f∗E(−1) = 2 as λ→∞, (3.53)

and similarly for EΦ(Tn). Of course, this is trivial from (3.48).
By (3.21) and (3.50), also f∗C(ζm) = 0 for the roots ζm 6= −1 of ρ(−s) = 1,

and thus (3.14), (3.23) and (3.51) yield that, for any p,

ψC(t) = f∗C(−1) = H, (3.54)

so this too is constant even in the periodic case.
Similarly, (3.5) yields, after some calculations,

fV(λ) =
∑
α∈A

(3pαλ− 4p2
αλ

2)e−pαλ +
∑
α∈A

p2
αλ

2e−2pαλ
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− (3λ− 4λ2)e−λ − λ2e−2λ, (3.55)

and thus

f∗V(λ) =
(
ρ(−s)− 1

)(
3Γ(s+ 1)− 4Γ(s+ 2) + 2−s−2Γ(s+ 2)

)
. (3.56)

Thus also f∗V(ζm) = 0 for the roots ζm 6= −1, and (3.56) leads to, for any p,

ψV(t) = f∗V(−1) = 3H. (3.57)

Note that (3.31) and (3.32) yield, using (3.54) and (3.57), σ2(λ) = 4 and
σ̂2(n) = 0. Of course, (3.29) and (3.30) with these variances are trivial from
(3.48).

This example has χ = 1, and we see how χ and the functions ψX interact
in (3.31)–(3.32) and (3.36)–(3.37). Consider now the modification

ϕ∗(T ) := ϕ(T )− ϕ•(T ). (3.58)

This equals the number of children of the root that are external nodes. By
(3.48),

Φ∗(T ) = |T |e − 1{|T |e = 1} = |T |e − ϕ•(T ). (3.59)

In particular, again Φ∗(Tn) is deterministic. Similar calculations, or simpler
the general (7.51) and (7.50) in the proof of Theorem 5.3, yield fE,∗(λ) =
fE(λ), fC,∗(λ) = fC(λ) given by (3.20) and (3.49), and

fV,∗(λ) = fV(λ)− 2fC(λ) =
∑
α∈A

(pαλ− 2p2
αλ

2)e−pαλ +
∑
α∈A

p2
αλ

2e−2pαλ

− (λ− 2λ2)e−λ − λ2e−2λ. (3.60)

Hence,

ψE,∗(t) = ψE(t) = ψC,∗(t) = ψC(t) = H, (3.61)

ψV,∗(t) = ψV(t)− 2ψC(t) = H, (3.62)

and (3.31)–(3.32) yield σ2
∗(λ) = 1 and σ2

∗(n) = 0. Again, Theorem 3.9(ii)
and (v) hold trivially.

Finally, consider the modification

ϕ∗∗(T ) := ϕ(T )− 2ϕ•(T ). (3.63)

By (3.48), this toll function yields the additive functional

Φ∗∗(T ) = −1{|T |e = 1} = −ϕ•(T ). (3.64)

Hence Φ∗∗(Tn) = 0 for n ≥ 2, and Φ∗∗(T̃λ) = −1{Nλ = 1} converges
rapidly to 0. This additive functional is thus essentially 0, although the toll
function in (3.63) looks non-trivial. Both (3.34) and (3.35) obviously fail.
The other parts of Theorem 3.9 apply also to this degenerate case. We have
χ∗∗ = −1 and, for example using (7.51) and (7.50) again, fE,∗∗(λ) = fE(λ),
fC,∗∗(λ) = fC(λ), and

fV,∗∗(λ) = fV,∗(λ)− 2fC(λ) = −
∑
α∈A

pαλe
−pαλ +

∑
α∈A

p2
αλ

2e−2pαλ
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+ λe−λ − λ2e−2λ, (3.65)

and thus

ψE,∗∗(t) = ψE(t) = ψC,∗∗(t) = ψC(t) = H, (3.66)

ψV,∗∗(t) = ψV,∗(t)− 2ψC(t) = −H. (3.67)

Thus (3.31)–(3.32) yield σ2
∗∗(λ) = 0 and σ̂2

∗∗(n) = 0. Again Theorem 3.9(ii)
and (v) hold trivially.

�

4. Central limit theorems for fringe tries

We give some applications of the general results above, including appli-
cations to the distribution of random fringe trees.

We often state results only for the fixed n model Tn; similar results for the

Poisson model T̃λ follow similarly, but are only sometimes stated explicitly.
We use the notation of Section 3, in particular χ, fX, f

∗
X, ψX defined in

Theorem 3.1; recall also
∑*

α defined in (3.42). We will distinguish different
additive functionals by subscripts, and we sometimes use these subscripts in
an obvious way also for χ, fX and so on, but we often omit subscripts when
there is no risk of confusion.

In all examples below, asymptotics for means and variances are given by
(3.36)–(3.37) and (3.31)–(3.32), using ψE, ψV, ψC that are given by the Mellin
transforms f∗E, f

∗
V, f

∗
C and (3.14) (absolutely convergent in all cases). We

calculate these Mellin transforms in several cases, but usually omit stating
explicitly the formulas for asymptotic means and variances that they lead
to.

4.1. The size. As a warm-up, we consider first the size of the trie, measured
as Φi(T ) := |T |i, the number of internal nodes. This example has been
studied by many authors. In particular, asymptotic normality was shown
already by Jacquet and Régnier [15]; see also [23, Section 5.4]. Variance
asymptotics is also studied there and in several other papers, see the detailed
analysis by Fuchs, Hwang and Zacharovas [10] and the many references given
there. We show here how these results follows by our methods.

The functional Φi(T ) is an additive functional with toll function

ϕi(T ) = 1{the root is an internal node}, (4.1)

and thus

ϕi(T̃λ) = 1{Nλ ≥ 2}. (4.2)

In this case, Φi is an increasing functional, so Theorems 3.9 and 3.12 apply
with ϕ+ = ϕi and ϕ− = 0.

Lemma 3.14 shows that Var Φi(Tn) = Θ(n), and thus Theorem 3.9(iv)

applies; consequently, Theorem 3.9 shows immediately that both Φi(T̃λ) and
Φi(Tn) are asymptotically normal; more precisely, the following holds. (For
the means, recall also Remark 3.11.)
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Theorem 4.1. [Jacquet and Régnier [15]] Consider the size Φi(T ) = |T |i.
Then, the central limit theorems (3.29)–(3.30) and (3.34)–(3.35) hold, with
all [absolute] moments, and with asymptotic variances given by (3.31)–(3.32)
(and thus by (3.27)–(3.28) when dp = 0). Furthermore, the means satisfy
(3.36) and (3.37), and the laws of large numbers (3.38)–(3.39) hold. �

We have χ = 0 (so the formulas simplify a little) and, by (4.2),

fE(λ) = Eϕi(T̃λ) = P
(
Nλ ≥ 2

)
= 1− (1 + λ)e−λ (4.3)

and thus

f∗E(s) =

∫ ∞
0

(
1− (1 + λ)e−λ

)
λs−1 dλ = −Γ(s+ 2)

s
, −2 < Re s < 0;

(4.4)

where the integral can be evaluated e.g. using integration by parts, cf. [18,
Proof of Theorem 5.3]. In particular, or by (3.46),

f∗E(−1) = 1, (4.5)

so if dp = 0, then Φi(Tn)/n
p−→ 1/H by (3.40).

By (3.21) and (4.4),

f∗C(s) = Γ(s+ 2), Re s > −2. (4.6)

For any trie T and any α ∈ A∗, if ϕi(T ) = 0 then ϕi(T
α) = 0. Hence,

ϕi(T )ϕi(T
α) = ϕi(T

α), and thus, using (4.3),

Cov
(
ϕi(T̃λ), ϕi(T̃ α

λ )
)

=
(
1− Eϕi(T̃λ)

)
Eϕi(T̃ α

λ )

= (1 + λ)e−λ
(
1− (1 + P (α)λ)e−P (α)λ

)
. (4.7)

Consequently, (3.44) yields

f∗V(s) =
∑*

α

∫ ∞
0

(1 + λ)e−λ
(
1− (1 + P (α)λ)e−P (α)λ

)
λs−1 dλ. (4.8)

For s > 0, the right-hand side is, by standard Gamma integrals, evaluated
as ∑*

α

(
Γ(s) + Γ(s+ 1)− (1 + P (α))−sΓ(s)− (1 + P (α))1−s−1Γ(s+ 1)

− P (α)(1 + P (α))−s−2Γ(s+ 2)
)

=
∑*

α

(1 + s)Γ(s)

(1 + P (α))s+2

(
(1 + P (α))s+2 − (1 + P (α))2 − sP (α)

)
. (4.9)

The terms in the final sum are, by Taylor expansions, O(P (α)2) for fixed
s, and thus the sum converges for every s > 0 by (2.7); hence the Mellin
transform f∗V(s) is finite for s > 0 and equals (4.9). (Note that the expression
in (4.7) is positive; hence we may interchange the order of summation and
integration in (3.44) for real s.) Since the domain of existence of the Mellin
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transform always is a vertical strip, this shows that f∗V(s) exists in the half-
plane Re s > −2, and analytic continuation yields that it equals (4.9); hence,
for all such s 6= 0, rewriting (s+ 1)Γ(s) = Γ(s+ 2)/s,

f∗V(s) =
∑*

α

Γ(s+ 2)

s(1 + P (α))s+2

(
(1 + P (α))s+2 − (1 + P (α))2 − sP (α)

)
.

(4.10)

In particular,

f∗V(−1) =
∑*

α

P (α)2

1 + P (α)
. (4.11)

Using (4.6) and (4.11), we obtain expressions for ψC and ψV from (3.14),
leading to (somewhat complicated) formulas for σ2(λ) and σ̂2(n) by (3.27)–
(3.28) and (3.31) and (3.32). This yields the results found by Jacquet and
Régnier [15; 30], Fuchs, Hwang and Zacharovas [10] and others by somewhat
different methods.

4.2. Size of fringe tries. We turn to the fringe (sub)trees of a random
trie. We first consider their sizes, in this section measured as their number
of external nodes (leaves). (Note the difference from Section 4.1.)

Let k ≥ 1 and let

ϕk(T ) := 1{|T |e = k}. (4.12)

Then, the corresponding additive functional Φk counts the number of fringe
trees with exactly k leaves. Note that ϕ1 = ϕ• in Example 2.1, and thus
Φ1(Tn) = n. In the sequel we mainly consider k ≥ 2.

The functional Φk is not increasing, but the functional Φ≥k :=
∑

j≥k Φj

is, and Φk = Φ≥k − Φ≥k+1; furthermore, Φ≥k has a bounded toll function
ϕ≥k :=

∑
j≥k ϕj . Hence Theorems 3.9 and 3.12 apply (with ϕ+ = ϕ≥k

and ϕ− = ϕ≥k+1) and yield, using also Remark 3.10 and Lemma 3.14, the
following.

Theorem 4.2. Let k ≥ 2 and consider Φk, the number of fringe trees with
k leaves. Then, the central limit theorems (3.29)–(3.30) and (3.34)–(3.35)
hold, with all [absolute] moments, and with asymptotic variances given by
(3.31)–(3.32) (and thus by (3.27)–(3.28) when dp = 0); this extends to joint
convergence for several k. Furthermore, the means satisfy (3.36) and (3.37),
and the laws of large numbers (3.38)–(3.39) hold. �

Suppose that k ≥ 2. We then have

fE,k(λ) := Eϕk(T̃λ) = P(Nλ = k) =
λk

k!
e−λ. (4.13)

Hence, or by Lemma 3.16, the Mellin transform f∗E,k(s) exists for Re s > −k,
and

f∗E,k(s) =
Γ(k + s)

k!
. (4.14)
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In particular,

f∗E,k(−1) =
1

k(k − 1)
. (4.15)

If ϕk(T̃λ) = 1 and α ∈ A∗, then ϕk(T̃ α
λ ) = 1 only if all k strings are

passed to α, which has (conditional) probability P (α)k. Hence, recalling
(4.13),

Cov
(
ϕk(T̃λ), ϕk(T̃ α

λ )
)

=
λk

k!
e−λ
(
P (α)k − (P (α)λ)k

k!
e−P (α)λ

)
. (4.16)

Consequently, by (3.44), for Re s > −k,

f∗V,k(s) =
∑*

α

∫ ∞
0

λk

k!
e−λ
(
P (α)k − (P (α)λ)k

k!
e−P (α)λ

)
λs−1 dλ

=
Γ(s+ k)

k!

∑*

α

P (α)k − Γ(s+ 2k)

k!2

∑*

α

P (α)k

(1 + P (α))s+2k
, (4.17)

where the sums converge since k ≥ 2, see (2.7). In particular, this easily
yields, using ρ(k) :=

∑
α∈A p

k
α < 1 as in (2.4)–(2.6),

f∗V,k(−1) =
1

k(k − 1)

1 + ρ(k)

1− ρ(k)
− (2k − 2)!

k!2

∑*

α

P (α)k

(1 + P (α))2k−1
. (4.18)

The asymptotic normality in Theorem 4.2 holds, as stated there, jointly
for different k. Furthermore, still by Remark 3.10, it holds jointly with
the asymptotic normality of Φi(Tn) = |Tn|i in Theorem 4.1. Asymptotic
covariances can be calculated by similar arguments as above. We illustrate
this for the asymptotic covariance between Φk(Tn) and |Tn|i for a given
k ≥ 2. (Calculations for other covariances are slightly more complicated,
but the principle is the same.)

The bivariate version of (3.30) and (3.32) (cf. Remark 3.10) yields

n−1 Cov
(
Φk(Tn),Φi(Tn)

)
= σ̂ki(n) + o(1), (4.19)

where

σ̂ki(n) = H−1ψV,ki(log n)−H−2ψC,k(log n)ψC,i(log n) (4.20)

where ψV,ki is given by (3.14) with f∗X = f∗V,ki, the Mellin transform of fV,ki
which by (3.19) is given by (noting that χk = χi = 0)

fV,ki(λ) = Cov
(
ϕk(T̃λ),Φi(T̃λ)

)
+ Cov

(
ϕi(T̃λ),Φk(T̃λ)− ϕk(T̃λ)

)
. (4.21)

We note that

E
[
ϕk(T̃λ)Φi(T̃λ)

]
= P

(
|T̃λ|e = k

)
E
[
Φi(T̃λ)

∣∣ |T̃λ|e = k
]

= fE,k(λ)E
[
Φi(Tk)

]
. (4.22)
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Furthermore, if ϕi(T̃λ) = 0, then ϕk(T̃λ) = Φk(T̃λ) = 0. Hence, using also
(4.3) and (4.13), (4.21) yields, with Ek := EΦi(Tk) = E |Tk|i,

fV,ki(λ) = fE,k(λ)
(
Ek − E

[
Φi(T̃λ)

])
+
(
1− fE,i(λ)

)(
EΦk(T̃λ)− Eϕk(T̃λ)

)
=
λk

k!
e−λ
(
Ek −

∑
α∈A∗

fE,i(P (α)λ)
)

+ (1 + λ)e−λ
∑
|α|≥1

fE,k(P (α)λ). (4.23)

This yields after simple calculations, partly arguing as for (4.8)–(4.9),

f∗V,ki(s) =
Γ(k + s)

k!

(
Ek −

∑
α∈A∗

(1 + P (α))k+s+1 − 1− (k + s+ 1)P (α)

(1 + P (α))k+s+1

+
∑
|α|≥1

k + s+ 1 + P (α)

(1 + P (α))k+s+1
P (α)k

)
. (4.24)

Furthermore, f∗C,i = Γ(s+ 2) by (4.6) and

f∗C,k = −sΓ(k + s)/k! (4.25)

by Lemma 3.6 and (4.14). Finally, as said above, ψV,ki, ψC,i, ψC,k are given
by (3.14), and (4.20) yields σ̂ki(n). In the aperiodic case, σ̂ki is constant and
the formulas simplify:

σ̂ki = H−1f∗V,ki(−1)−H−2f∗C,k(−1)f∗C,i(−1)

= H−1f∗V,ki(−1)−H−2f∗E,k(−1)f∗E,i(−1)

=
H−1

k(k − 1)

(
Ek −

∑
α∈A∗

(1 + P (α))k − 1− kP (α)

(1 + P (α))k

+
∑
|α|≥1

k + P (α)

(1 + P (α))k
P (α)k −H−1

)
. (4.26)

4.2.1. Asymptotic distributions. We use these results to study the distribu-
tion of the size of a (uniformly) random fringe subtree T ∗n of Tn, defined as
in Section 2.7 as T vn for a uniformly random node v in Tn. Note that we
allow both internal and external nodes v.

Remark 4.3. Alternatively, one might consider a random internal fringe
tree by taking only internal nodes v. This is equivalent to conditioning the
fringe tree T vn on v being an internal node. Since v is external if and only
if T vn = •, this random internal fringe tree equals the random fringe tree
T ∗n (defined as above) conditioned on T ∗n 6= •. The results below are easily
transferred to this version. �

The total number of nodes in Tn is

|Tn| = |Tn|i + |Tn|e = Φi(Tn) + n. (4.27)

Hence, by Theorem 4.1 and (3.39),

|Tn|/n = H−1ψE,i(log n) + 1 + op(1). (4.28)
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Similarly, by Theorem 4.2, for k ≥ 2,

Φk(Tn)/n = H−1ψE,k(log n) + op(1). (4.29)

This implies the following result, using also (4.5) and (4.13).

Theorem 4.4. The fringe tree size distribution of Tn satisfies

P
(
|T ∗n |e = k | Tn

)
=

Φk(Tn)

|Tn|
=

{
ψE,k(logn)

ψE,i(logn)+H + op(1), k ≥ 2,
H

ψE,i(logn)+H + op(1), k = 1.
(4.30)

In particular, if dp = 0, the distribution converges in probability:

P
(
|T ∗n |e = k | Tn

) p−→

{
1

(1+H)k(k−1) , k ≥ 2,
H

1+H , k = 1.
(4.31)

�

We thus have convergence in probability in the aperiodic case, but (as
usual) oscillations in the periodic case. It is well-known that the oscillations
seen for various properties of tries tend to be numerically small; hence,
the limits in (4.31) can be regarded as approximations also in the periodic
case. Note that the limits in (4.31) depend on the letter probabilities p
only through the entropy H, and that this limit distribution conditioned
on being 6= 1 is independent of p. In the periodic case, the asymptotics in
(4.30) depend also on dp; as always, ψE,k and ψE,i are given by (3.14) with
the corresponding f∗E in (4.4) and (4.14).

Remark 4.5. The result in Theorem 4.4 is of the quenched type, where we
condition on the random tree Tn and obtain approximation or convergence
in probability of the conditional distribution. By unconditioning, this im-
mediately implies the corresponding annealed result, for the distribution of
|T ∗n |e where we consider the combined random experiment of first choosing
Tn at random and then a random fringe subtree of it. �

Remark 4.6. The asymptotic distribution in (4.31) has probabilities, say
πk, decaying as k−2 for large k. This is similar to the distribution of the
size (now defined as the number of nodes) of fringe trees in, for example,
the random recursive tree (with πk = 1/(k(k + 1)), k ≥ 1) and the binary
search tree (with πk = 2/((k + 1)(k + 2)), k ≥ 1); see [1; 13; 14]. Recall
that for conditioned Galton–Watson trees (with finite offspring variance),

the probabilities decay more slowly, as k−3/2, see [1; 19; 20]. �

The convergence in probability in Theorem 4.4 can be refined to asymp-
totic normality of the conditional probabilities. In order to include the case
k = 1 in a notationally convenient way, we (re)define in the rest of this
subsection

ψE,1(t) := H, ψC,1(t) := H, ψV,1(t) := H, ψV,1i(x) := ψC,i(x). (4.32)
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Thus the first case in (4.30) holds also for k = 1. (Our main justification for
the fudge (4.32) is that it works. One interpretation, and perhaps explana-
tion, is that we replace Φ1 by the almost identical Φ∗ in (3.59), which has
χ∗ = 0 and ψX(t) as in (4.32), see (3.61)–(3.62).)

Theorem 4.7. The conditional fringe tree size distribution of Tn, given Tn,
has asymptotically normal fluctuations, in the following sense. Let k ≥ 1

and let either akn := P
(
|T ∗n |e = k

)
= E Φk(Tn)

|Tn| , or akn := EΦk(Tn)
E |Tn| . Then,

with all moments, as n→∞,

n1/2
(
P
(
|T ∗n |e = k | Tn

)
− akn

)
= n1/2

(Φk(Tn)

|Tn|
− akn

)
d
≈ N

(
0, σ̃2

k(n)
)
,

(4.33)

where, with t = log n and ψE,+(t) := ψE,i(t) +H,

σ̃2
k(n) :=

H

ψE,+(t)2

(
ψV,k(t)− 2

ψE,k(t)

ψE,+(t)
ψV,ki(t) +

ψE,k(t)
2

ψE,+(t)2
ψV,i(t)

)
− 1

ψE,+(t)4

(
ψE,+(t)ψC,k(t)− ψE,k(t)ψC,i(t)

)2
. (4.34)

In particular, if dp = 0, then σ̃2
k(n) is constant and,

σ̃2
k(n) =

H

(1 +H)4

(
(1 +H)2f∗V,k(−1)− 2(1 +H)

k(k − 1)
f∗V,ki(−1)

+
f∗V,i(−1)−H
k2(k − 1)2

)
, k ≥ 2, (4.35)

σ̃2
1(n) = (1 +H)−4

(
H3f∗V,i(−1)−H2

)
. (4.36)

Moreover, the approximation in distribution (4.33) holds jointly for any fi-
nite number of k, with a multivariate normal distribution N

(
0, (σ̃k`(n))k,`

)
.

The asymptotic covariances σ̃k` can be expressed similarly to the case
` = k in (4.34); we leave the details to the reader.

Note that in the periodic case dp > 0, the asymptotic variance (4.34) is a
continuous periodic function of log n. However there is no easy way to find
its mean or other Fourier coefficients.

Theorem 4.7 follows from joint convergence in Theorems 4.1 and 4.2 by
standard methods. We prove first a general lemma of standard type.

Lemma 4.8. Let (Xn, Yn) be a sequence of random vectors, and assume
that, as n→∞,

n−1/2
(
Xn − EXn, Yn − EYn

)
≈ N

(
0,
(
σXX(n) σXY (n)
σXY (n) σY Y (n)

))
, (4.37)

where EXn = O(n), EYn = Θ(n) and σXX(n), σXY (n), σY Y (n) = O(1).
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(i) Then, with xn := EXn and yn := EYn,

n1/2
(Xn

Yn
− EXn

EYn

)
≈ N

(
0,
n2

y2
n

(
σXX(n)− 2

xn
yn
σXY (n) +

x2
n

y2
n

σY Y (n)
))
,

(4.38)

(ii) If, moreover, (4.37) holds with all moments, and Yn ≥ cn a.s., for some
c > 0 and all n, then (4.38) holds with all moments. Furthermore, we
then may replace EXn/EYn by E

(
Xn/Yn

)
in (4.38).

Proof. (i): Denote the left-hand side of (4.37) by (X ′n, Y
′
n). Then

n1/2
(Xn

Yn
− EXn

EYn

)
= n1/2

(xn + n1/2X ′n
yn + n1/2Y ′n

− xn
yn

)
=
nynX

′
n − nxnY ′n

yn(yn + n1/2Y ′n)

=
yn

yn + n1/2Y ′n
· n
yn

(
X ′n −

xn
yn
Y ′n

)
, (4.39)

and (4.38) follows since yn/(yn + n1/2Y ′n)
p−→ 1. (By the subsequence

principle, it suffices to consider subsequences such that xn/n, yn/n and
σXX(n), σXY (n), σY Y (n) converge.)

(ii): Let r be a positive integer. The assumptions imply that the sequences
|X ′n|r and |Y ′n|r are uniformly integrable, and then it follows that the rth
absolute powers of the variables (4.39) are uniformly integrable. Hence the
rth moment converges in (4.38).

In particular, (4.38) holds with the first moment, and thus

n1/2
(
E
Xn

Yn
− EXn

EYn

)
= E

[
n1/2

(Xn

Yn
− EXn

EYn

)]
→ 0. (4.40)

Hence we may replace EXn/EYn by E
(
Xn/Yn

)
in (4.38). �

Proof of Theorem 4.7. We apply Lemma 4.8 with Xn := Φk(Tn) and Yn :=
|Tn| = n+ Φi(Tn). As noted above, (4.37) then holds (with all moments) by
Theorem 3.9 (or Theorems 4.1 and 4.2) together with Remark 3.10, if we
define, using (3.32) and (4.20), with t = log n,

σXX(n) := σ̂2
k(n) = H−1ψV,k(t)−H−2ψC,k(t)

2, (4.41)

σXY (n) := σ̂ki(n) = H−1ψV,ki(t)−H−2ψC,k(t)ψC,i(t), (4.42)

σY Y (n) := σ̂2
i (n) = H−1ψV,i(t)−H−2ψC,i(t)

2. (4.43)

Furthermore, (3.37) yields

xn/n = EΦk(Tn)/n = H−1ψE,k(t) + o(1), (4.44)

yn/n = 1 + EΦi(Tn)/n = 1 +H−1ψE,i(t) + o(1) = H−1ψE,+(t) + o(1).
(4.45)

Note that, as required by Lemma 4.8, xn/n = O(1) and yn/n = Θ(1). Note
further that (4.41), (4.42) and (4.44) hold also for k = 1 by our special
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definition (4.32). (Trivially, with σXX(n) = σXY (n) = 0 and xn = n; recall
that Φ1(Tn) = n is deterministic.) We have, by (4.41)–(4.45),

n2

y2
n

(
σXX(n)− 2

xn
yn
σXY (n) +

x2
n

y2
n

σY Y (n)
)

=
H

ψE,+(t)2

(
ψV,k(t)− 2

ψE,k(t)

ψE,+(t)
ψV,ki(t) +

ψE,k(t)
2

ψE,+(t)2
ψV,i(t)

)
− 1

ψE,+(t)2

(
ψC,k(t)

2 − 2
ψE,k(t)

ψE,+(t)
ψC,k(t)ψC,i(t) +

ψE,k(t)
2

ψE,+(t)2
ψC,i(t)

2
)

+ o(1)

=
H

ψE,+(t)2

(
ψV,k(t)− 2

ψE,k(t)

ψE,+(t)
ψV,ki(t) +

ψE,k(t)
2

ψE,+(t)2
ψV,i(t)

)
− 1

ψE,+(t)4

(
ψE,+(t)ψC,k(t)− ψE,k(t)ψC,i(t)

)2
+ o(1) (4.46)

which equals σ̃2
k(n) + o(1) as defined in (4.34). Thus, Lemma 4.8 yields

(4.33) with all moments. (Note that Yn ≥ n a.s., so Lemma 4.8(ii) applies.)
When dp = 0, ψE,+(t) = f∗E,i(−1) + H = 1 + H by (3.13) and (4.5), and

(4.34) reduces to (4.35)–(4.36), using also (4.15) and (3.23). �

4.3. Distribution of fringe tries. The previous subsection studied the
sizes of fringe tries. For a more detailed study of the distribution of the
fringe trees of the random trie Tn, let T be a fixed trie, and consider the toll
function

ϕT (T ′) := 1{T ′ = T} (4.47)

and the corresponding additive functional ΦT which counts the number of
fringe trees equal to T . Let k = |T |e, and let pT := P(Tk = T ). Note that
ϕ• is as defined in Example 2.1, and coincides with ϕ1 in Section 4.2, so
we are mainly interested in the case k ≥ 2; then χT := ϕT (•) = 0. For
completeness, we include below also the case T = •, but in this case we use
the special definitions (4.32); thus ψX,• := ψX,1.

The functional ΦT is not increasing, but with Φ>k := Φ≥k+1 defined in
Section 4.2, ΦT +Φ>k is increasing, and thus Theorems 3.9 and 3.12 apply to
ΦT = (ΦT +Φ>k)−Φ>k. Furthermore, Lemma 3.14 applies (with n0 = k+1
and an = 0). Consequently, the arguments in Section 4.2 yield the following
analogues of Theorems 4.2, 4.4, and 4.7, using also (4.54) which we postpone
until after the theorems.

Theorem 4.9. Let T be a fixed trie and consider ΦT , the number of fringe
trees equal to T (as ordered trees). Then, the central limit theorems (3.29)–
(3.30) and (3.34)–(3.35) hold, with all [absolute] moments, and with as-
ymptotic variances given by (3.31)–(3.32) (and thus by (3.27)–(3.28) when
dp = 0); this extends to joint convergence for several tries T . Furthermore,
the means satisfy (3.36) and (3.37), and the laws of large numbers (3.38)–
(3.39) hold. �
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Theorem 4.10. The fringe tree distribution of Tn satisfies

P
(
T ∗n = T | Tn

)
=

ΦT (Tn)

|Tn|
=

ψE,T (log n)

ψE,i(log n) +H
+ op(1). (4.48)

In particular, if dp = 0, then the distribution converges in probability:

P
(
|T ∗n |e = T | Tn

) p−→

{
pT

(1+H)k(k−1) , |T | ≥ 2,
H

1+H , T = •.
(4.49)

�

Theorem 4.11. The conditional fringe tree distribution of Tn, given Tn,
has asymptotically normal fluctuations, in the following sense. Let T be a

fixed trie and let either aT,n := P(Tn = k) = E ΦT (Tn)
|Tn| , or aT,n := EΦT (Tn)

E |Tn| .

Then, with all moments, as n→∞,

n1/2
(
P
(
T ∗n = T | Tn

)
− aT,n

)
= n1/2

(ΦT (Tn)

|Tn|
− aT,n

)
d
≈ N

(
0, σ̃2

T (n)
)
,

(4.50)

where, with t = log n and ψE,+(t) := ψE,i(t) +H,

σ̃2
T (n) :=

H

ψE,+(t)2

(
ψV,T (t)− 2

ψE,T (t)

ψE,+(t)
ψV,T i(t) +

ψE,T (t)2

ψE,+(t)2
ψV,i(t)

)
− 1

ψE,+(t)4

(
ψE,+(t)ψC,T (t)− ψE,T (t)ψC,i(t)

)2
. (4.51)

In particular, if dp = 0, then σ̃2
T (n) is constant. Moreover, the approxima-

tion in distribution (4.50) holds jointly for any finite number of T , with a
multivariate normal distribution N

(
0, (σ̃TT ′(n))T,T ′

)
.

Asymptotic means, variances and covariances may be calculated as in
Section 4.2. Suppose k := |T |e ≥ 2. Then, recalling (4.13),

fE,T (λ) = P(T̃λ = T ) = P(Nλ = k)P
(
T̃λ = T | Nλ = k

)
= P(Nλ = k)P(Tk = T ) = pT fE,k(λ) = pT

λk

k!
e−λ. (4.52)

Hence, using (4.14)–(4.15), for Re s > −k,

f∗E,T (s) = pT f
∗
E,k(s) = pT

Γ(s+ k)

k!
. (4.53)

and

f∗E,T (−1) =
pT

k(k − 1)
. (4.54)

Furthermore, if |α| > 0, then ϕT (T̃λ)ϕT (T̃ α
λ ) = 0. Hence, cf. (4.16),

Cov
(
ϕT (T̃λ), ϕT (T̃ α

λ )
)

= fE,T (λ)1{|α| = 0} − fE,T (λ)fE,T (P (α)λ)

= fE,T (λ)1{|α| = 0} − p2
T

λk(P (α)λ)k

k!2
e−(1+P (α))λ. (4.55)
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Consequently, by (3.44) and (4.53), cf. (4.17), for Re s > −k,

f∗V,T (s) = f∗E,T (s)− p2
T

∑*

α

∫ ∞
0

P (α)kλ2k

k!2
e−(1+P (α))λλs−1 dλ

= pT
Γ(k + s)

k!
− p2

T

Γ(s+ 2k)

k!2

∑*

α

P (α)k

(1 + P (α))s+2k
. (4.56)

In particular,

f∗V,T (−1) =
pT

k(k − 1)
− p2

T

(2k − 2)!

k!2

∑*

α

P (α)k

(1 + P (α))2k−1
. (4.57)

We leave further calculations of variances and covariances to the reader.

Example 4.12 (Cherries). A cherry is the tree Tch with one internal node
(the root) and two external nodes. This is a trie generated by two strings
with different first letters. Suppose for simplicity that A = {0, 1}, and write
p0 = p, p1 = q. Then pTch = P(T2 = Tch) = 2pq. Hence, (4.53) and (4.56)
yield

f∗E,Tch(s) = pqΓ(s+ 2), (4.58)

f∗V,Tch(s) = pqΓ(s+ 2)− p2q2Γ(s+ 4)
∑*

α

P (α)2

(1 + P (α))s+4
. (4.59)

�

4.4. Protected nodes. The rank of a node v in a rooted tree is the mini-
mum distance to a descendant of v that is a leaf. (In particular, leaves are
the nodes with rank 0.) For a trie T and a node α ∈ T , we thus have,
recalling that να is the number of the generating strings that have α as a
prefix, cf. (2.13),

rank(α) := min
{
|β| : αβ is a leaf in T

}
= min

{
|β| : ναβ = 1

}
. (4.60)

Nodes with rank ≥ k are called k-protected. Here k ≥ 0; the interesting
cases are k ≥ 2. (For k = 1 we get just the internal nodes. The results
below then reduce to corresponding results in Section 4.1.)

Let Φk-prot(T ) be the number of k-protected nodes in T . This is an
additive functional with toll function, for T 6= ∅,

ϕk-prot(T ) := 1{the root ε of T is k-protected} = 1{rank(ε) ≥ k}. (4.61)

Φk-prot is not an additive functional, since adding a new leaf may make some
nodes unprotected. However, the only nodes that may lose protection are
the k − 1 nearest ancestors of the new leaf, and thus Φk-prot + kΦ• is an
increasing functional. Hence, Theorems 3.9 and 3.12 apply to Φk-prot, and
we obtain analogues of Theorems 4.2–4.7 and 4.9–4.11 yielding asymptotic
normal distributions of the number and proportion of k-protected nodes.
(We omit detailed statements.)
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At least the asymptotic mean is rather easily calculated. For a trie T we
have, using (4.61) and (4.60), for k ≥ 1 and including the case T = ∅,

ϕk-prot(T ) = 1{νβ 6= 1 ∀β ∈ Ak−1} − 1{νε = 0}. (4.62)

In particular, for the Poisson random trie T̃λ, where νβ = Nλ,β,

ϕk-prot(T̃λ) = 1{Nλ,α 6= 1 ∀α ∈ Ak−1} − 1{Nλ = 0}. (4.63)

Hence, since Nλ,α ∼ Po(P (α)λ) are independent for α ∈ Ak−1,

fE(λ) = Eϕk-prot(T̃λ) =
∏

α∈Ak−1

(
1− P (α)λeP (α)λ

)
− e−λ (4.64)

=
∑

∅6=S⊆Ak−1

(−1)|S|
∏
α∈S

P (α) · e−
∑

α∈S P (α)λλ|S| −
(
e−λ − 1

)
. (4.65)

For −1 < Re s < 0, the Mellin transform f∗E(s) can be calculated using
(4.65) in (2.27) and integrating termwise, yielding

f∗E(s) =
∑

∅6=S⊆Ak−1

(−1)|S|
∏
α∈S

P (α) ·
(∑
α∈S

P (α)
)−|S|−s

Γ(|S|+ s)− Γ(s).

(4.66)

We know that f∗E is analytic in the strip −2 < Re s < 0, see Remark 3.4, and
the right-hand side of (4.66) is analytic for −2 < Re s < 0 except possibly
at s = −1. Hence, (4.66) holds in this strip, with a removable singularity at
−1. To find f∗E(−1), let g(s) be the sum over |S| ≥ 2 in (4.66); then, using
(2.5),

f∗E(s) = −
∑

α∈Ak−1

P (α)−sΓ(s+ 1) + g(s)− Γ(s)

= −Γ(s+ 1)ρ(−s)k−1 − Γ(s) + g(s)

= −Γ(s+ 2)

s
· sρ(−s)k−1 + 1

s+ 1
+ g(s) (4.67)

and thus, letting s→ −1 and recalling (2.8),

f∗E(−1) =
d

ds

(
sρ(−s)k−1

)∣∣
s=−1

+ g(−1)

= 1− (k − 1)
d

ds
ρ(−s)

∣∣
s=−1

+ g(−1)

= 1− (k − 1)H +
∑

S⊆Ak−1,|S|≥2

(−1)|S|
∏

α∈S P (α)(∑
α∈S P (α)

)|S|−1
(|S| − 2)!.

(4.68)

As in earlier applications, this yields asymptotics for the mean. f∗V and
variance asymptotics may be calculated by similar arguments, but the results
are more complicated and we omit the details.
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Example 4.13. For the number of 2-protected nodes in a binary trie we
have k = 2 and A = {0, 1}, and then (4.66) and (4.68) yield

f∗E(s) = −
(
p−s0 + p−s1

)
Γ(s+ 1) + p0p1Γ(s+ 2)− Γ(s) (4.69)

with

f∗E(−1) = 1−H + p0p1. (4.70)

In particular, for p0 = 1
2 , f∗E(−1) = 5

4 − log 2
.
= 0.55685. Hence, by the

analogue of Theorems 4.4 and 4.10, for a large random symmetric binary trie
the proportion of 2-protected nodes is roughly (ignoring small oscillations),

f∗E(−1)

1 +H
=

5/4− log 2

1 + log 2

.
= 0.32888. (4.71)

For comparison, the corresponding proportion in a binary search tree
converges (in probability) to 11/30

.
= 0.36667 [24; 3; 5; 13]; in a uniformly

random binary tree the proportion converges to 33/64 = 0.515625 [5].
In this example, one can also use the easily verified fact that for any

binary tree T with |T |e > 1, with Tch the cherry in Example 4.12,

Φ2-prot(T ) = Φi(T )− Φ• + ΦTch . (4.72)

Hence results in this case alternatively follow from results in the Sections 4.1–
4.3. �

In general, the sums in (4.66) and (4.68) have almost 2|A|
k−1

terms, which
quickly becomes very large for larger k or |A|. However, in the symmetric
case, the sums simplify by symmetry since the summands then depend only
on |S|.

Example 4.14. Consider the symmetric case with |A| = r ≥ 2 and pα = 1/r
for all α ∈ A. We calculate f∗E, which we denote by f∗E,k-prot,r.

For k = 2, (4.66) and (4.68) yield

f∗E,2-prot,r(s) =

r∑
j=1

(
r

j

)
(−1)jrsj−j−sΓ(s+ j)− Γ(s). (4.73)

f∗E,2-prot,r(−1) = 1− log r +
r∑
j=2

(
r

j

)
(−1)jr−1j1−j(j − 2)!

= 1− log r +
r∑
j=2

(−1)j
(r − 1)!

(r − j)! (j − 1)jj
. (4.74)

Furthermore, for general k ≥ 2, (4.66) implies

f∗E,k-prot,r(s) = f∗E,2-prot,rk−1(s). (4.75)

For example, for the binary case and k = 3, 4,

f∗E,3-prot,2(−1) = f∗E,2-prot,4(−1) =
1897

1152
− 2 log 2

.
= 0.26041, (4.76)
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k f∗E,k-prot,2 f∗E,k-prot,2/(1 + log 2)

1 1 0.59061
2 0.55685 0.32888
3 0.26040 0.15380
4 0.10884 0.06428
5 0.04718 0.02786
6 0.02182 0.01289
7 0.01039 0.00613
8 0.00502 0.00296
9 0.00244 0.00144

10 0.00120 0.00070
Table 1. Approximate proportions of k-protected nodes in
symmetric random binary tries (right column).

f∗E,4-prot,2(−1) = f∗E,2-prot,8(−1) =
13666493449090877

6245298339840000
− 3 log 2

.
= 0.10884. (4.77)

Recall that the asymptotic proportion of k-protected nodes, ignoring the
oscillations, equals f∗E,k-prot,2(−1)/(1 + H), where H = log 2. Table 1 gives
numerical values for small k. �

The numerical values in Table 1 suggest that the proportions decrease
geometrically as k →∞. In fact, this holds for any r.

Theorem 4.15. Consider symmetric tries as in Example 4.14, and assume
r, k ≥ 2. As k →∞ or r →∞ (or both),

f∗E,k-prot,r(−1) ∼ 1

2rk−1
. (4.78)

In particular, for symmetric binary tries,

f∗E,k-prot,2(−1) ∼ 2−k. (4.79)

In other words, for large k and much larger n, the proportion of k-
protected nodes in a symmetric binary trie is roughly (again ignoring os-
cillations) 2−k/(1 + log 2).

Proof. By (4.75), it suffices to consider k = 2. In this case, (4.64) yields

f∗E,2-prot,r(−1) =

∫ ∞
0

fE,2-prot,r(λ)λ−2 dλ

=

∫ ∞
0

((
1− λ

r
e−λ/r

)r
− e−λ

)dλ

λ2
. (4.80)

Let

gr(x) :=
(

1− x

r
e−x/r

)r
− e−x. (4.81)
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Note first that as r →∞, by the change of variables x = ru and dominated
convergence,

r

∫ ∞
r

gr(x)
dx

x2
=

∫ ∞
1

gr(ru)
du

u2
≤
∫ ∞

1

(
1− ue−u

)r du

u2
→ 0. (4.82)

Furthermore, for x ∈ [0, r], write y1 := 1 − x
r e
−x/r and y0 := e−x/r, so

gr(x) = yr1 − yr0. For y ∈ [0, 1], we have 0 ≤ (1− ye−y)− e−y ≤ y2/2, and

(1− ye−y)− e−y = 1
2y

2 +O(y3), (4.83)

and thus, by the mean value theorem, for some θ = θ(x, r) ∈ [0, 1],

gr(x) = yr1 − yr0 = (y1 − y0)r(y0 + θ(y1 − y0))r−1 (4.84)

= r
(1

2

(x
r

)2
+O

(x
r

)3)(
1− x

r
+O

(x
r

)2)r−1
. (4.85)

Hence, for fixed x ≥ 0, rgr(x) → 1
2x

2e−x as r →∞. Moreeover, again by
(4.84), for x ∈ [0, r] and r ≥ 2,

rgr(x) ≤ r2(y1 − y0)yr−1
1 ≤ r2

(x
r

)2 (
1− x

r
e−1
)r−1

≤ x2e−x/(2e). (4.86)

Consequently, as r →∞, dominated convergence yields

r

∫ r

0
gr(x)

dx

x2
→
∫ ∞

0

1

2
x2e−x

dx

x2
=

1

2
, (4.87)

which together with (4.82) and (4.80)–(4.81) yields the result. �

Problem 4.16. Extend these results to the non-symmetric case. In partic-
ular, for a general p, does f∗E,k-prot decrease geometrically as k →∞? If so,
at which rate?

Some similar (but less complete) results for binary and m-ary search trees
are given in [4] and [14, Section 10.1].

4.5. Number of subtrees. Let s(T ) be the number of subtrees of a tree
T , and s1(T ) the number of subtrees that contain the root. Then, as noted
by Wagner [32, 33], Φ(T ) := log(1 + s1(T )) is an additive functional with
toll function

ϕ(T ) := log
(
1 + 1/s1(T )

)
. (4.88)

The functional ϕ is bounded (by log 2). Moreover, Φ(T ) is an increasing
functional, and thus Theorems 3.9 and 3.12 apply and yield asymptotic
normality for Φ(Tn). This time we do not see a simple argument showing
Var Φ(Tn) = Ω(n), so we cannot apply (3.34)–(3.35); nevertheless (3.29)–
(3.30) hold, and we obtain the following theorem. (We conjecture that
Var Φ(Tn) = Ω(n) in this application too, but leave this as an open problem.)
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Theorem 4.17. As n→∞,

log s(Tn)− E[log s(Tn)]√
n

≈ log s1(Tn)− E[log s1(Tn)]√
n

≈ N
(
0, σ̂2(n)

)
,

(4.89)

with all [absolute] moments, where σ̂2(n) is a continuous bounded function
given by (3.32).

Proof. We have Φ(T ) = log s1(T ) +O(1) and s1(T ) ≤ s(T ) ≤ |T |s1(T ) (see
[32; 33]), and thus, recalling |Tn| = n+ Φi(Tn) and using (3.39) for Φi,

log s(Tn) = log s1(Tn) +O
(
log |Tn|

)
= Φ(Tn) +O

(
log n

)
+Op(1), (4.90)

where as usual Op(1) denotes a random variable (depending on n) that is
bounded in probability. Furthermore, for any fixed m ≥ 1, by Theorem 4.1,

E
[
logm |Tn|

]
≤ Cm E

[
|Tn|m/4

]
≤ Cmnm/4 = o

(
nm/2

)
. (4.91)

Taking m = 1, we obtain from (4.90) and (4.91),

E
[
log s(Tn)

]
= E

[
log s1(Tn)

]
+ o
(
n1/2

)
= EΦ(Tn) + o

(
n1/2

)
, (4.92)

The asymptotic normality (3.30) in Theorem 3.9 together with (4.90) and
(4.91) yields (4.89), with [absolute] moments. �

Cf. similar results for some other classes of random trees in [32; 33] and
[20].

4.6. Shape parameter. The shape parameter is defined as the logarithm
of the product of all fringe tree sizes; this is thus an additive functional Φ(T )
with toll function ϕ(T ) = log |T |. The shape functional Φ(T ) is increasing.
However, ϕ(T ) is unbounded, so we cannot use Theorems 3.9 and 3.12 as
stated. Nevertheless, we have by Theorem 4.1, as in (4.91), for any r ≥ 1,

E
[
logr |T̃λ|

]
≤ Cr E

[
|T̃λ|r/4

]
≤ Crλr/4. (4.93)

In particular, (3.1), (3.2) and (5.5) (for any r) hold, and thus by Remark 3.8,
or using Theorem 5.5 below, we find, for example,

Φ(Tn)− EΦ(Tn)√
n

≈ N
(
0, σ̂2(n)

)
, (4.94)

with all moments.
Cf. similar results for some other classes of random trees in [25], [7] and

[33].

4.7. Bucket tries. The results above are easily adapted to bucket tries for
a fixed bucket size b, by noting that the internal nodes of a bucket trie are
precisely the nodes α of the corresponding trie with να > b. In particular, if

the bucket tries corresponding to T̃λ and Tn are denoted T̃ (b)
λ and T (b)

n , then

|T̃ (b)
λ |i = Φ>b(T̃λ) and |T (b)

n |i = Φ>b(Tn), and it follows that Theorem 4.1
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holds for T̃ (b)
λ and T (b)

n too. We have, generalizing the case b = 1 in (4.3)–
(4.5),

fE(λ) = fE,>b(λ) = P(Nλ > b) = 1−
b∑
i=0

λi

i!
e−λ (4.95)

and thus,

f∗E(λ) =

∫ ∞
0

(
1−

b∑
i=0

λi

i!
e−λ
)
λs−1 dλ = −Γ(s+ b+ 1)

b! s
, (4.96)

f∗E(−1) =
1

b
. (4.97)

Consider now the number of buckets containing exactly k strings, for some
fixed k ∈ {1, . . . , b}. If we assume n > b (so the root is internal), this equals
the additive functional Φb;k with toll function

ϕb;k(T ) =
∑
α∈A

1{νε > b, να = k}. (4.98)

Φb;k is not increasing, but Φb;k + Φ• is, so Theorems 3.9 and 3.12 apply to
Φb;k = (Φb;k + Φ•)− Φ•.

Since Nλ −Nλ,α and Nλ,α are independent,

fE,b;k(λ) = Eϕb;k(T̃λ) =
∑
α∈A

P
(
Nλ > b, Nλ,α = k

)
=
∑
α∈A

P
(
Nλ −Nλ,α > b− k

)
P
(
Nλ,α = k

)
=
∑
α∈A

(
1−

b−k∑
i=0

(1− pα)iλi

i!
e−(1−pα)λ

)pkαλk
k!

e−pαλ. (4.99)

Hence,

f∗E,b;k(s) =
1

k!

∑
α∈A

p−sα Γ(s+ k)−
∑
α∈A

b−k∑
i=0

pkα
k!

(1− pα)i

i!
Γ(s+ k + i)

=
1

k!

(
ρ(−s)− ρ(k)

)
Γ(s+ k)−

b−k∑
i=1

∑
α∈A

pkα(1− pα)i
Γ(s+ k + i)

k! i!
.

(4.100)

In particular, for k ≥ 2,

f∗E,b;k(−1) =
1− ρ(k)

k(k − 1)
−

b−k∑
i=1

∑
α∈A

pkα(1− pα)i
(k + i− 2)!

k! i!
. (4.101)

For k = 1, we obtain by taking the limit as s → −1, (4.101) with the first
fraction (now undefined) replaced by H, cf. (3.51).

We leave calculations of f∗V and (co)variances to the reader.
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5. General central limit theorems

We state here several related general central limit theorems for additive
functionals on tries; proofs are given in Section 6. As said in the introduc-
tion, the theorems use conditions on moments of the additive functionals
and their toll functions; we will later obtain Theorem 3.9 as a special case of
the results below by using Theorem 3.1 to verify these moment conditions.

In the statements of the theorems below, we use several functions a(λ),
b(λ) and c(λ), (with indices in the multivariate versions). This might seem
frightening, but is intended to be friendly and flexible for applications; the
meaning of these functions is as follows.

First, a(λ) is an approximation of the mean EΦ(T̃λ), and b(λ) and c(λ) are
approximations of variances and covariances, see e.g. (5.1), (5.2), (5.11). We

may choose a(λ) := EΦ(T̃λ), b(λ) := Var Φ(T̃λ), and c(λ) := Cov
(
Φ(T̃λ), Nλ

)
,

and then (5.1), (5.2) and (5.11) are trivial, but in applications it is often
preferable to use simpler approximations of the means and (co)variances,
which is precisely what these functions are intended to be. Note that here
the means and (co)variances are for the Poisson model, also in the theorems
for the model with fixed n; this is both because of our proofs, and because
in applications, the moments typically are easier to compute for the Poisson
model. However, the mean for fixed n is asymptotically the same as for the
Poisson model, and the variances are related; see e.g. (5.12)–(5.14).

Remark 5.1. The conditions on these functions in the theorems below are
asymptotic, as λ→∞. Hence the values of these functions for small λ are
irrelevant, and it is enough that they are defined for large λ. �

Remark 5.2. In the theorems below we assume that the assumptions hold
for arbitrary real λ. (Or at least for sufficiently large λ, see Remark 5.1.)
However, the results hold (by the same proofs) also if we consider only a
given sequence λn →∞. �

In general, there there are oscillations in the variance. We therefore state
many of the results as approximations (in distribution) using the notation
d
≈ defined in Section 2.12. (This is especially important in the multivariate
versions.) Note that we then include rather trivial cases when the normal-
ized variable (e.g. the left-hand side of (5.6) or (5.7)) converges to 0 (in
probability).

We begin with a general central limit theorem for the Poisson model.

Theorem 5.3. Let ϕ be a toll function and let Φ be the corresponding ad-
ditive functional given by (2.16). Let a(λ) and b(λ) be real-valued functions
and suppose that for some r > 2, as λ→∞,

EΦ(T̃λ) = a(λ) + o
(√
λ
)

(5.1)

Var Φ(T̃λ) = b(λ) + o(λ), (5.2)

Var Φ(T̃λ) = O(λ), (5.3)
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Varϕ(T̃λ) = o(λ), (5.4)

E |ϕ(T̃λ)− Eϕ(T̃λ)|r = O
(
λr/2

)
. (5.5)

(i) Then, as λ→∞,

Φ(T̃λ)− a(λ)√
λ

d
≈ N

(
0, b(λ)/λ

)
(5.6)

or, equivalently,

Φ(T̃λ)− EΦ(T̃λ)√
λ

d
≈ N

(
0,Var[Φ(T̃λ)]/λ

)
, (5.7)

in both cases with all [absolute] moments of order s < r.
(ii) Suppose further that

b(λ) = Ω(λ). (5.8)

Then, as λ→∞,

Φ(T̃λ)− a(λ)√
b(λ)

d−→ N(0, 1) (5.9)

and

Φ(T̃λ)− EΦ(T̃λ)√
Var Φ(T̃λ)

d−→ N(0, 1), (5.10)

in both cases with convergence of all [absolute] moments of order s < r.

Remark 5.4. We do not know whether (5.5) implies that also the rth
moment converges in (5.9)–(5.10), and we leave this as an open problem.
(The proof shows that this moment stays bounded, but this is not enough
to imply convergence.) Nevertheless, the theorem shows that if (5.5) holds
for all r > 2, then (5.6)–(5.7) hold with all [absolute] moments and that, if
also (5.8) holds, then all [absolute] moments converge in (5.9)–(5.10). The
same applies to the theorems below. �

We derive results for the model with fixed n by conditioning. For this
we assume that the functional Φ can be written as a difference between two
increasing functionals with suitable conditions. (In particular, the theorem
applies to increasing functionals Φ.)

Theorem 5.5. Let ϕ be a toll function and let Φ be the corresponding
additive functional given by (2.16). Let b(λ) be a real-valued function that
satisfies (5.2), and let c(λ) be a function such that, as λ→∞,

Cov
(
Φ(T̃λ), Nλ

)
= c(λ) + o(λ). (5.11)

Suppose further that ϕ = ϕ+ − ϕ− for some toll functions ϕ± such that the
corresponding functionals Φ± are increasing, and furthermore (5.3), (5.4)
and (5.5) hold for Φ± and ϕ± and some r > 2.
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(i) Then, as n→∞,

EΦ(Tn) = EΦ(T̃n) + o
(√
n
)

(5.12)

Var Φ(Tn) = b(n)− c(n)2/n+ o
(
n
)

(5.13)

= Var Φ(T̃n)− Cov
(
Φ(T̃n), Nn

)2
/n+ o

(
n
)
, (5.14)

and

Φ(Tn)− EΦ(Tn)√
n

d
≈ N

(
0,

Var Φ(Tn)

n

)
d
≈ N

(
0,
b(n)

n
− c(n)2

n2

)
, (5.15)

with all [absolute] moments of order s < r.
(ii) Suppose further that a(λ) is a function satisfying (5.1), and that, as

n→∞,

b(n)− c(n)2/n = Ω
(
n
)
. (5.16)

Then, as n→∞,

Φ(Tn)− a(n)√
b(n)− c(n)2/n

d−→ N(0, 1) (5.17)

and, equivalently,

Φ(Tn)− EΦ(Tn)√
Var Φ(Tn)

d−→ N(0, 1), (5.18)

in both cases with convergence of all [absolute] moments of order s < r.

These theorems are easily extended to multivariate versions. This can
essentially be done by the standard Cramér–Wold device, with a (minor)
technical complication because of the possibility of oscillations in the co-
variance matrix, and thus no straightforward limit distribution. We begin
with a multivariate extension of Theorem 5.3. For later convenience, we
give two equivalent versions of this extension, using functions ak and bk` as
discussed above in Corollary 5.7 but not in Theorem 5.6.

Theorem 5.6. Let ϕ1, . . . , ϕK be toll functions, for some K ≥ 1, let Φk be
the corresponding additive functionals given by (2.16), and assume that, as
λ→∞, (5.3), (5.4) and (5.5) hold for each ϕk and some r > 2. Then, as
λ→∞, (Φk(T̃λ)− EΦk(T̃λ)√

λ

)K
k=1

d
≈ N

(
0,Σ(λ)

)
, (5.19)

where the covariance matrix Σ(λ) =
(
σk`(λ)

)K
k,`=1

is given by

σk`(λ) :=
Cov

(
Φk(T̃λ),Φ`(T̃λ)

)
λ

. (5.20)

Furthermore, (5.19) holds with all [absolute] moments of order s < r.
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Corollary 5.7. Suppose in addition to the assumptions of Theorem 5.6 that
ak(λ) and bk`(λ), for k, ` = 1, . . . ,K, are real-valued functions such that, as
λ→∞, (5.1) holds for each Φk (with ak(λ)), and (5.2) holds in the form

Cov
(
Φk(T̃λ),Φ`(T̃λ)

)
= bk`(λ) + o(λ). (5.21)

Then, as λ→∞, (Φk(T̃λ)− ak(λ)√
λ

)K
k=1

d
≈ N

(
0,Σ(λ)

)
, (5.22)

where the covariance matrix Σ(λ) =
(
σk`(λ)

)K
k,`=1

is given by

σk`(λ) :=
bk`(λ)

λ
. (5.23)

Furthermore, (5.22) holds with all [absolute] moments of order s < r.

We state also a corresponding multivariate extension of Theorem 5.5 for
the model with fixed n.

Theorem 5.8. Let ϕ1, . . . , ϕK be toll functions, for some K ≥ 1, let Φk be
the corresponding additive functionals given by (2.16), and let ak(λ), bk`(λ)
and ck(λ) be real-valued functions such that (5.1) and (5.11) hold for each
Φk (with ak(λ) and ck(λ)), and (5.21) holds.

Suppose further that each ϕk = ϕk+ − ϕk− for some toll functions ϕk±
such that the corresponding functionals Φk± are increasing, and furthermore
(5.3), (5.4) and (5.5) hold for Φk± and ϕk± and some r > 2,

Then, as n→∞,(Φk(Tn)− ak(n)√
n

)K
k=1

d
≈ N

(
0, Σ̂(n)

)
, (5.24)

where the covariance matrix Σ̂(n) =
(
σ̂k`(n)

)K
k,`=1

is given by

σ̂k`(n) :=
bk`(n)− ck(n)c`(n)/n

n
=
bk`(n)

n
− ck(n)

n

c`(n)

n
. (5.25)

Moreover, (5.24) holds with all [absolute] moments of order s < r; in par-
ticular,

EΦk(Tn) = ak(n) + o
(√
n
)
, (5.26)

Cov
(
Φk(Tn),Φ`(Tn)

)
= bk`(n)− ck(n)c`(n)

n
+ o
(
n
)
. (5.27)

Remark 5.9. In (5.24), we may replace ak(n) by either EΦk(T̃n) (since we

may choose ak(n) := EΦk(T̃n)), or by EΦk(Tn) (by (5.12)). In these cases
(5.1) holds automatically and does not have to be verified. �
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6. Proofs of general central limit theorems

We first note that if ϕ is a functional of tries and either ϕ ≥ 0 or

E |ϕ(T̃λ)| <∞, then, since Nλ ∼ Po(λ), and ϕ(∅) = 0,

Eϕ(T̃λ) = e−λ
∞∑
n=1

λn

n!
an, (6.1)

with an := Eϕ(Tn).

Lemma 6.1. Let 0 ≤ λ1 ≤ λ2.

(i) If ϕ : T→ R is an arbitrary functional, then

E |ϕ(T̃λ1)| ≤ eλ2 E |ϕ(T̃λ2)|. (6.2)

(ii) Moreover, if m is such that ϕ(T ) = 0 when |T |e < m, then

E |ϕ(T̃λ1)| ≤
(λ1

λ2

)m
eλ2 E |ϕ(T̃λ2)|. (6.3)

Proof. By (6.1) applied to |ϕ|,

E |ϕ(T̃λ)| = e−λ
∞∑
n=1

λn

n!
an, (6.4)

where an := E |ϕ(Tn)| ≥ 0, and both (6.2) and (6.3) follow. (The latter
because an = 0 for n < m.) �

Lemma 6.2. Let ϕ be a toll function and let Φ be the corresponding additive

functional given by (2.16). Let r ≥ 1 and assume that E |ϕ(T̃λ)|r < ∞ for

some λ > 0. Then E |Φ(T̃λ)|r <∞.

Proof. We consider first three special cases.

Case 1: ϕ(T ) = 0 unless |T |e = 1. Then, using Example 2.1, if a := ϕ(•),
we have ϕ = aϕ•, and Φ(T̃λ) = a|T̃λ|e = aNλ. Hence, E |Φ(T̃λ)|r < ∞ for
every r <∞.

Case 2: There exists m ≥ 2 such that ϕ(T ) = 0 unless |T |e = m. Consider

first the random trie Tm constructed from m strings Ξ(1), . . . ,Ξ(m). Note

that Tm
d
= (T̃λ | Nλ = m) and thus

E |ϕ(Tm)|r = E
(
|ϕ(T̃λ)|r | Nλ = m

)
≤ P(Nλ = m)−1 E |ϕ(T̃λ)|r <∞. (6.5)

Let α ∈ A∗ and consider the fringe tree T α
m . If not all m strings Ξ(j)

have the prefix α, then this fringe tree has less than m leaves, and thus, by
our assumption, ϕ(T α

m ) = 0. Furthermore, if we condition on the opposite
event, i.e., that all m strings have prefix α, then the fringe tree T α

m has the
same distribution as the unconditioned Tm. Hence,

E |ϕ(T α
m )|r = P

(
Ξ � α

)m E |ϕ(Tm)|r = C P
(
Ξ � α

)m
= CP (α)m. (6.6)
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Moreover, for every ` ≥ 0, there exists at most one α ∈ A` such that
ϕ(T α

m ) 6= 0. Hence, if we let

X` :=
∑
|α|=`

ϕ(T α
m ), (6.7)

then, by (6.6) and (2.5), where by (2.6) ρ(m) :=
∑

α∈A p
m
α < 1,

E |X`|r = E
∑
|α|=`

|ϕ(T α
m )|r = C

∑
|α|=`

P (α)m = Cρ(m)`. (6.8)

Thus ‖X`‖r ≤ Cρ(m)`/r. Hence, (2.17) and Minkowski’s inequality yield

‖Φ(Tm)‖r =
∥∥∥∑
`≥0

X`

∥∥∥
r
≤
∑
`≥0

Cρ(m)`/r <∞. (6.9)

Now return to the random trie T̃λ in the Poisson model. Consider the
bucket trie with bucket size m, based on the same strings. As said in Sec-

tion 2.6, the trie T̃λ is obtained from the bucket trie by letting a small trie
grow from each bucket. By our assumption, the only non-zero contributions

to Φ(T̃λ) in (2.16) then comes from the small tries grown from the buckets
that contain exactly m strings. Condition on the bucket trie, and let M
be the number of buckets with m strings. Then the small tries grown from
them are M independent copies of Tm. Hence, if W1,W2, . . . , are i.i.d. copies
of Φ(Tm), we have (

Φ(T̃λ) |M
) d

=

M∑
j=1

Wj . (6.10)

Consequently, by Minkowski’s inequality and (6.9),∥∥(Φ(T̃λ) |M
)∥∥
r

=
∥∥∥ M∑
j=1

Wj

∥∥∥
r
≤M

∥∥W1

∥∥
r

= M
∥∥Φ(Tm)

∥∥
r

= CM. (6.11)

Furthermore, since the sets of strings in the buckets are disjoint, M ≤
Nλ/m ≤ Nλ. Consequently,

E |Φ(T̃λ)|r = E
[
E
(
|Φ(T̃λ)|r |M

)]
≤ E(CM r) ≤ C EN r

λ <∞. (6.12)

Case 3: ϕ(T ) = 0 if |T |e ≤ r. Then, in particular, ϕ(•) = 0.
Let m := brc + 1. Then (2.25) and Lemma 6.1(ii) (applied to |ϕ(T )|r)

yield, for any α ∈ A∗,
E |ϕ(T̃ α

λ )|r = E |ϕ(T̃λP (α))|r ≤ P (α)meλ E |ϕ(T̃λ)|r. (6.13)

Hence, for some Cλ <∞,

‖ϕ(T̃ α
λ )‖r ≤ CλP (α)m/r. (6.14)

Consequently, (2.17), Minkowski’s inequality and (2.7) yield, since m/r > 1,

‖Φ(T̃λ)‖r ≤
∑
α∈A∗

‖ϕ(T̃ α
λ )‖r ≤

∑
α∈A∗

CλP (α)m/r <∞, (6.15)
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and thus E |Φ(T̃λ)|r <∞.

Case 4: The general case. Decompose

ϕ =
∑

1≤j≤brc

ϕj + ϕ′, (6.16)

where ϕj(T ) := ϕ(T )1{|T |e = j} and ϕ′(T ) := ϕ(T )1{|T |e > r}. Then
Case 1 applies to ϕ1, Case 2 to ϕj for 2 ≤ j ≤ brc, and Case 3 to
ϕ′. Consequently, the corresponding additive functionals Φj and Φ′ satisfy

E |Φj(T̃λ)|r <∞ and E |Φ′(T̃λ)|r <∞, and the result follows by Minkowski’s

inequality since Φ(T̃λ) =
∑m

j=1 Φj(T̃λ) + Φ′(T̃λ). �

Lemma 6.3. Let ϕ be a toll function and let Φ be the corresponding additive
functional given by (2.16). Let r > 2 and assume that, as λ→∞,

Var Φ(T̃λ) = O(λ), (6.17)

E |ϕ(T̃λ)− Eϕ(T̃λ)|r = O
(
λr/2

)
. (6.18)

Then, E |Φ(T̃λ)|r <∞ for all λ ≥ 0 and

E |Φ(T̃λ)− EΦ(T̃λ)|r = O
(
λr/2

)
, λ ≥ 1. (6.19)

Proof. Note first that in the special case ϕ(T ) = ϕ•(T ) := 1{T = •} in

Example 2.1, Φ(T̃λ) = Nλ ∼ Po(λ), and (6.17)–(6.19) hold; for (6.19), this

is because as λ→∞, (Nλ−λ)/λ1/2 d−→ N(0, 1) with all absolute moments.
(This follows e.g. first for integer λ from [11, Theorem 7.5.1], and then
in general using Minkowski’s inequality.) Hence, by subtracting a suitable
multiple of ϕ• from ϕ, and using Minkowski’s inequality for each of (6.17)–
(6.19), we may in the remainder of the proof assume that ϕ(•) = 0. Then
also Φ(•) = 0.

By (2.18) and (2.25) (for Φ, using Φ(•) = 0), we have the decomposition

Φ(T̃λ) = ϕ(T̃λ) +
∑
α∈A

Φ(T̃ αλ ) = ϕ(T̃λ) +
∑
α∈A

Φ(T̃ α+
λ ). (6.20)

Define, for α ∈ A,

Xλ,α := Φ
(
T̃ α+
λ

)
− EΦ

(
T̃ α+
λ

)
. (6.21)

Then, by (6.20),

Φ(T̃λ)− EΦ(T̃λ) = ϕ(T̃λ)− Eϕ(T̃λ) +
∑
α∈A

Xλ,α. (6.22)

In the Poisson model, the different modified branches T̃ α+
λ , α ∈ A, are

independent random tries, and thus the random variables Xλ,α, α ∈ A, are
independent. Furthermore, EXλ,α = 0 by (6.21). Hence, we may apply the
version of Rosenthal’s inequality in Lemma 6.4 below, and conclude that, if
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we fix any K > 1 (this will be chosen later), there exists C1 = C1(r,K) such
that

E
∣∣∣∑
α∈A

Xλ,α

∣∣∣r ≤ K∑
α∈A

E |Xλ,α|r + C1

(∑
α∈A

EX2
λ,α

)r/2
. (6.23)

Let

g(λ) := ‖Φ(T̃λ)− EΦ(T̃λ)‖r =
(
E |Φ(T̃λ)− EΦ(T̃λ)|r

)1/r
. (6.24)

Since Φ(T̃ α+
λ )

d
= Φ(T̃pαλ) by (2.25), recalling that P (α) = pα for α ∈ A, it

follows from (6.21) that

E |Xλ,α|r = E
∣∣Φ(T̃pαλ)− EΦ(T̃pαλ)

∣∣r = g(pαλ)r. (6.25)

By (6.17) and (6.18), there exists λ0 ≥ 1 such that for all λ ≥ λ0, and all
α ∈ A,

EX2
λ,α = Var Φ(T̃ α+

λ ) = Var Φ(T̃pαλ) ≤ C2pαλ ≤ C2λ, (6.26)

‖ϕ(T̃λ)− Eϕ(T̃λ)‖r ≤ C3λ
1/2. (6.27)

Hence, by (6.24), (6.22), Minkowski’s inequality, (6.23), (6.25), and (6.26)–
(6.27), for λ ≥ λ0,

g(λ) ≤
∥∥∥∑
α∈A

Xλ,α

∥∥∥
r

+
∥∥ϕ(T̃λ)− Eϕ(T̃λ)

∥∥
r

≤
(
K
∑
α∈A

g
(
pαλ

)r
+ C4λ

r/2
)1/r

+ C3λ
1/2

≤
(
K
∑
α∈A

g
(
pαλ

)r)1/r
+ C5λ

1/2. (6.28)

Let λ1 := λ0/pmin, and λk := λ1/p
k−1
max for k ≥ 2. We show by induction

on k that for some large A <∞,

g(λ) ≤ Aλ1/2, λ ∈ [1, λk]. (6.29)

First, E |ϕ(T̃λ1)|r < ∞ by (6.27), and thus Lemma 6.2 yields E |Φ(T̃λ1)|r <
∞. Hence, by Lemma 6.1(i),

g(λ) ≤ 2‖Φ(T̃λ)‖r ≤ C6‖Φ(T̃λ1)‖r ≤ C7, λ ≤ λ1. (6.30)

Thus (6.29) holds in the base case k = 1 if A ≥ C7.
For the induction step, assume (6.29). It suffices to consider λ ∈ (λk, λk+1],

and then pαλ ∈ [λ0, λk] for every α ∈ A. Hence, (6.28) and the induction
hypothesis (6.29) yield, recalling (2.4),

g(λ) ≤
(
K
∑
α∈A

Ar(pαλ)r/2
)1/r

+ C5λ
1/2

=
((
K
∑
α∈A

pr/2α

)1/r
+ C5A

−1
)
Aλ1/2
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=
((
Kρ(r/2)

)1/r
+ C5A

−1
)
Aλ1/2. (6.31)

By (2.6), ρ(r/2) < 1. We now assume that K was chosen such that 1 <
K < ρ(r/2)−1. Then Kρ(r/2) < 1, and we may choose A so large that(

Kρ(r/2)
)1/r

+ C5A
−1 ≤ 1. (6.32)

Then (6.31) shows that (6.29) holds also for λ ∈ (λk, λk+1], showing the
induction step.

We have shown that (6.29) hold for every k ≥ 1, and thus g(λ) ≤ Aλ1/2

for all λ ≥ 1, which by the definition (6.24) is the same as (6.19). We have

also shown in (6.30) that g(λ) = O(1) for λ ≤ 1. Hence, E |Φ(T̃λ)|r <∞ for
every λ. �

The proof above used the following version of Rosenthal’s inequality. The
standard version of Rosenthal’s inequality, see e.g. [11, Theorem 3.9.1], is
(6.33) with K = C = C(r) (growing with r); the fact needed here that one
can choose K arbitrarily close to 1 (at the expense of increasing C) is due
to Pinelis [28], see also [29] for a sharper result.

Lemma 6.4 (Rosenthal, Pinelis [28]). For every r > 2 and every K > 1,
there exists a constant C = C(r,K) such that for any independent random
variables X1, . . . , Xn with means EXi = 0,

E
∣∣∣ n∑
i=1

Xi

∣∣∣r ≤ K n∑
i=1

E |Xi|r + C
( n∑
i=1

E |Xi|2
)r/2

. (6.33)

Remark 6.5. Note that in the special case r = 4, a simple calculation
shows (6.33) directly, with K = 1 and C = 3. Similarly, when r is any even
integer, (6.33) (with any K > 1) is easily shown by elementary calculations
and Hölder’s inequality. (These cases suffice for most applications of our
theorems.) �

Proof. Pinelis [28, Corollary and (4)] (with t = r) yields the inequality (6.33)
with K replaced by

br/2c−1∑
j=0

cj(r)a
−2j
j /j! = c0(r) +

br/2c−1∑
j=1

cj(r)a
−2j
j /j! (6.34)

and C given by an explicit formula (involving cj(t) and aj) that we ignore;
here aj > 0 are arbitrary and cj(r) are some numbers defined from some
other numbers p(s) and q(s), s ∈ [2, r], that can be chosen freely under the
conditions p(s) ≥ 1, q(s) ≥ 1 and, when s > 3,

p(s)−1/(s−3) + q(s)−1/(s−3) ≤ 1; (6.35)

in particular, c0(r) = q(r). (See [28] for further details.)
Given K > 0 we can choose first q(r) with 1 < q(r) < K and then p(r) ≥ 1

so large that if r > 3, (6.35) holds for s = r. We choose also, for example,
p(s) = q(s) = max{1, 2s−3} for s ∈ [2, r). This defines the numbers cj(r)
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for j = 0, . . . , br/2c − 1 with c0(r) = q(r) < K, and we then can choose aj ,
j ≥ 1, so large that the sum in (6.34) is ≤ K. �

We may now prove Theorem 5.3, the general central limit theorem for the
Poisson model.

Proof of Theorem 5.3. All limits and asymptotic notions below are as λ→∞.
Let m ≥ 1. Using the decomposition (2.18) recursively m times on the

tree T̃λ, we obtain,

Φ(T̃λ) =
∑
|α|<m

ϕ
(
T̃ α
λ

)
+
∑
|α|=m

Φ
(
T̃ α
λ

)
(6.36)

=
∑
|α|<m

ϕ
(
T̃ α
λ

)
+
∑
|α|=m

(
Φ
(
T̃ α
λ

)
− Φ

(
T̃ α+
λ

))
+
∑
|α|=m

Φ
(
T̃ α+
λ

)
(6.37)

=: R′m +R′′m +
∑
|α|=m

Φ
(
T̃ α+
λ

)
, (6.38)

defining R′m and R′′m as the first two sums in (6.37). By (2.23), T̃ α+
λ

d
=

T̃λP (α), and thus (5.4) implies that for every fixed α ∈ A∗,

Varϕ(T̃ α+
λ ) = Varϕ

(
T̃λP (α)

)
= o
(
λP (α)

)
= o(λ). (6.39)

By (2.24) and Minkowski’s inequality, this implies(
Varϕ(T̃ α

λ )
)1/2 ≤ (Varϕ(T̃ α+

λ )
)1/2

+O(1) = o
(
λ1/2

)
. (6.40)

Hence, Minkowski’s inequality again yields, for any fixed m,(
VarR′m

)1/2 ≤ ∑
|α|<m

(
Varϕ(T̃ α

λ )
)1/2

=
∑
|α|<m

o
(
λ1/2

)
= o
(
λ1/2

)
. (6.41)

Similarly, by (2.24) (applied to Φ), Φ
(
T̃ α
λ

)
− Φ

(
T̃ α+
λ

)
= O(1), and thus,

still for fixed m, R′′m = O(1) and thus VarR′′m = O(1). Hence, defining
Rm := R′m +R′′m,

VarRm ≤ 2 VarR′m + 2 VarR′′m = o(λ). (6.42)

Consequently, Rm is negligible, and the major term in (6.38) is the last sum.
We subtract the expectations, and obtain from (6.38)

Φ(T̃λ)− EΦ(T̃λ) = Rm − ERm +
∑
|α|=m

Xλ,α, (6.43)

where

Xλ,α := Φ
(
T̃ α+
λ

)
− EΦ

(
T̃ α+
λ

)
. (6.44)

Lemma 6.3 applies, since (6.17) and (6.18) are our assumptions (5.3) and
(5.5); thus, for λ ≥ 1,

E
∣∣Φ(T̃λ)− EΦ(T̃λ)

∣∣r ≤ C1λ
r/2. (6.45)
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Hence, using again (2.23), for any m ≥ 0 and all α ∈ Am, at least for
λ ≥ p−mmin,

E |Xλ,α|r = E
∣∣Φ(T̃λP (α)

)
− EΦ

(
T̃λP (α)

)∣∣r ≤ C1(λP (α))r/2, (6.46)

where the constant C1 does not depend on m.

The random modified fringe trees T̃ α+
λ for |α| = m are independent;

hence the random variables Xλ,α in (6.43) are independent. Furthermore,
by the definition (6.44), EXλ,α = 0. Moreover, (6.46) and (2.5) imply that

for λ ≥ p−mmin, ∑
|α|=m

E |Xλ,α|r

λr/2
≤
∑
|α|=m

C1P (α)r/2 = C1ρ(r/2)m. (6.47)

We have so far kept m fixed, and shown that (6.47) holds for large λ, and
also that (6.42) holds, and thus, for example, for large λ,

VarRm ≤
1

m
λ. (6.48)

In other words, there exist λ(m) < ∞ such that (6.47) and (6.48) hold for
λ ≥ λ(m). We may also assume λ(m+ 1) ≥ λ(m) + 1. Now define (for large
λ) m(λ) := max{m : λ(m) ≤ λ}, and take in the remainder of the proof
m := m(λ). Then, m = m(λ)→∞ as λ→∞, and by definition, (6.47) and
(6.48) hold with m = m(λ). Since m → ∞ and ρ(r/2) < 1, see (2.6), we
have ρ(r/2)m → 0, and thus (6.47) shows that∑

|α|=m

E |Xλ,α|r

λr/2
→ 0. (6.49)

Furthermore, (6.48) implies

VarRm = o(λ). (6.50)

By the subsequence principle in Remark 2.5, it suffices to show that for
any given sequence λn → ∞, the results hold for some subsequence. By

(5.3), Var(Φ(T̃λ))/λ = O(1), and thus we may, by selecting a subsequence

(λ′n) of the given sequence (λn), assume that Var(Φ(T̃λ))/λ → γ for some
γ ≥ 0, and thus also, by (5.2), b(λ)/λ→ γ.

If γ = 0, i.e., Var Φ(T̃λ) = o(λ) along the subsequence, then the left-hand
side of (5.7) tends to 0 in probability, and (5.7) holds trivially (along the
subsequence). The same holds for (5.6) by (5.1)–(5.2). (Note also that γ = 0
is impossible in (ii) since we there assume (5.8).)

Now suppose γ > 0, and consider only the selected subsequence (λ′n).
Then (5.8) holds, and thus (6.50) yields

VarRm = o(λ) = o
(
b(λ)

)
. (6.51)

Hence, (5.2) and Minkowski’s inequality yield

Var
(
Φ(T̃λ)−Rm

)
= b(λ) + o(λ) = b(λ) + o

(
b(λ)

)
. (6.52)
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Now use the decomposition (6.43) with m = m(λ). Note that (6.43) and
(6.52) yield∑
|α|=m

Var
(
Xλ,α

)
= Var

( ∑
|α|=m

Xλ,α

)
= Var

(
Φ(T̃λ)−Rm

)
∼ b(λ). (6.53)

Hence, the central limit theorem (see e.g. [11, Theorem 7.2.4] or [21, Theo-

rem 5.12]) applies to the sum
∑
|α|=mXλ,α/b(λ)1/2, with Lyapounov’s con-

dition (as in [11, Theorem 7.2.2]) verified by (6.49) and (5.8). Consequently,

b(λ)−1/2
∑
|α|=m

Xλ,α
d−→ N(0, 1). (6.54)

Furthermore, (6.51) implies b(λ)−1/2(Rm−ERm)
p−→ 0. Thus (6.43), (6.54)

and the Cramér–Slutsky theorem [11, Theorem 5.11.4] yield

Φ(T̃λ)− EΦ(T̃λ)

b(λ)1/2

d−→ N(0, 1). (6.55)

The conclusions (5.9) and (5.10) (along the subsequence) now follow using

(5.1), (5.2), and (5.8). Moreover, by multiplying (5.9) by
√
b(λ)/λ→ γ1/2,

it follows that the left-hand side of (5.6) converges in distribution to N(0, γ),
which yields (5.6), see Remark 2.4. Similarly, (5.7) holds.

Combining the two cases above, we have shown, for any γ ≥ 0, that
(5.6)–(5.7) and (5.9)–(5.10) (assuming (5.8)) hold along the subsequence
(λ′n), Since we started with an arbitrary subsequence (λn), they hold for
arbitrary λ→∞, see Remark 2.5. This proves (5.6)–(5.7) and (5.9)–(5.10).

It remains only to show that these hold with moments as stated. If (5.8)
holds, then (6.45) implies, recalling also (5.1) and (5.2), that the rth absolute
moments of the left-hand sides of (5.9) and (5.10) are bounded as λ→∞,
which as is well-known implies that every power of lower order is uniformly
integrable, and thus every [absolute] moment of lower order converges to the
corresponding moment of N(0, 1). (See e.g. [11, Theorems 5.4.2 and 5.5.9].)

Similarly, if we write (5.6) or (5.7) as Xλ ≈ Yλ, then (6.45) implies that
E |Xλ|r = O(1) for λ ≥ 1, and thus if 0 < s < r, then the variables |Xλ|s,
λ ≥ 1, are uniformly integrable. The same holds for |Yλ|s (at least for large
λ), since Yλ is normal with VarYλ = O(1) as λ→∞. Hence, Lemma 2.6
applies to Xλn and Yλn for any sequence λn → ∞, and it follows that

Xλ
d
≈ Yλ with [absolute] moments of order s. �

We next prove the multivariate extensions of Theorem 5.3.

Proof of Theorem 5.6. By the subsequence principle in Remark 2.5, it suf-
fices to show that for any given sequence λn →∞, the result holds for some
subsequence.

The Cauchy–Schwarz inequality and (5.3) (for Φk,Φ`) yield, as λ→∞,

Cov
(
Φk(T̃λ),Φ`(T̃λ)

)
= O(λ). (6.56)
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By selecting a suitable subsequence (λ′n) of the given sequence (λn), we may
thus assume that

σk`(λ) :=
Cov

(
Φk(T̃λ),Φ`(T̃λ)

)
λ

→ βk` (6.57)

as λ→∞ along the subsequence, for all k, ` and some real βk`.
Let (t1, . . . , tK) be an arbitrary vector in RK and consider the linear

combination

Φ :=
K∑
k=1

tkΦk. (6.58)

This is an additive functional with toll function ϕ :=
∑K

k=1 tkϕk. Then
(5.3), (5.4) and (5.5) hold by the assumptions and Minkowski’s inequality.

Let a(λ) := EΦ(T̃λ) and b(λ) := Var Φ(T̃λ), so (5.1) and (5.2) hold trivially.
Thus Theorem 5.3 applies, and (5.7) holds.

Furthermore, (6.58) yields

Var Φ(T̃λ) =
K∑

k,`=1

tkt` Cov
(
Φk(T̃λ),Φ`(T̃λ)

)
. (6.59)

Hence, (6.57) implies that, along the subsequence (λ′n), we have Var Φ(T̃λ)/λ→∑
k,` tkt`βk`, and thus (5.7) implies that

K∑
k=1

tk
Φk(T̃λ)− EΦk(T̃λ)√

λ

d−→ N
(

0,
∑
k,`

tkt`βk`

)
. (6.60)

Since the vector (t1, . . . , tK) is arbitrary, it follows by the Cramér–Wold
device that, along the subsequence,(Φk(T̃λ)− EΦk(T̃λ)√

λ

)K
1

d−→ N
(
0, (βk`)

K
k,`=1

)
. (6.61)

Combined with (6.57), this shows that (5.19) holds along the subsequence,
see Remark 2.4. Since we started with an arbitrary subsequence (λn), the
subsequence principle shows that (5.19) holds in general, see Remark 2.5.

Finally, if we write (5.19) asXλ
d
≈ Yλ, then, as in the proof of Theorem 5.3,

Lemma 6.3 implies that E |Xλ|r = O(1) for λ ≥ 1, and Lemma 2.6 shows
that (5.19) holds with [absolute] moments of order s for s < r. �

Proof of Corollary 5.7. Consider again a subsequence where (6.57) holds for
some βk`. By (5.21), we also have

bk`(λ)

λ
→ βk`. (6.62)

Hence the proof of Theorem 5.6 just given shows that (5.19) holds also with
Σ(λ) defined by (5.23) instead of (5.20).
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Furthermore, (5.1) implies that we may replace EΦk(λ) by ak(λ) in (6.61),
and thus in (5.19). The result (5.22) follows. Finally, the same argument as
in the proofs of Theorems 5.3 and 5.6 shows that (5.22) holds with [absolute]
moments of order s < r. �

We turn to proofs of the theorems for the model Tn with a given number
of leaves. This time we begin with the multivariate version.

Proof of Theorem 5.8. We consider the toll functions ϕk±, and also the toll

function ϕ•(T ) := 1{T = •} in Example 2.1; recall that Φ•(T̃λ) = Nλ by
(2.20). Note that (5.4) and (5.5) are trivial for ϕ•, since ϕ•(T ) = O(1), and
that (5.3) holds for Φ• because

Var Φ•(T̃λ) = VarNλ = λ. (6.63)

Hence, Theorem 5.6 applies to the set of toll functions {ϕ•, ϕk±}. (We use
• and k± (for k = 1, . . . ,K) as indices instead of {1, . . . , 2K + 1}.)

Consider R2K with the usual coordinate-wise partial order, i.e., (xi)
2K
1 ≤

(yi)
2K
1 if xi ≤ yi for every i. Since each Φk± by assumption is an increasing

functional, and Tn+1 is obtain by adding a new string to Tn, it follows that
if n1 ≤ n2, then (

Φk±(Tn1)
)
k± ≤

(
Φk±(Tn2)

)
k± in R2K . (6.64)

Furthermore, by the construction of the random trie T̃λ, if we condition on

Nλ = n, then we recover Tn (in distribution), i.e.,
(
T̃λ | Nλ = n

) d
= Tn. It

follows that the random vector (Φk±(T̃λ))k± is stochastically increasing in

Φ•(T̃λ) = Nλ in the sense that for any x ∈ R2K and n1 ≤ n2,

P
(

(Φk±(T̃λ))k± ≤ x
∣∣ Φ•(T̃λ) = n1

)
= P

(
(Φk±(Tn1))k± ≤ x

)
≥ P

(
(Φk±(Tn2))k± ≤ x

)
= P

(
(Φk±(T̃λ))k± ≤ x

∣∣ Φ•(T̃λ) = n2

)
. (6.65)

Consider now the sequence λn = n, and take an arbitrary subsequence
(nj) such that, for the set of functionals {Φ•,Φk±}, the covariances converge
as in (6.57), and thus (6.61) holds by the proof of Theorem 5.6 above. Note
that then, by (6.57) and (6.63),

β•,• = lim
j→∞

σ•,•(nj) = lim
j→∞

Var Φ•(T̃nj )
nj

= lim
j→∞

VarNnj

nj
= 1, (6.66)

and, similarly, EΦ•(T̃n) = ENn = n. We may now apply a theorem by
Nerman [27, Theorem 1], or (slightly more conveniently) its corollary [17,

Theorem 2.3], which allows us to condition on Φ•(T̃λ) = n in (6.61) (under
the stochastic monotonicity (6.65) just shown). Consequently, we obtain
that, along the subsequence (nj),(Φk±(Tn)− EΦk±(T̃n)√

n

)
k±

d
=
((Φk±(T̃n)− EΦk±(T̃n)√

n

)
k±

∣∣∣ Φ•(T̃n) = n
)
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d−→ N
(
•, (β̂k±,`±)

)
, (6.67)

where, for η1, η2 ∈ {+,−}, recalling (6.66),

β̂kη1,`η2 := βkη1,`η2 −
βkη1,•β`η2,•

β•,•
= βkη1,`η2 − βkη1,•β`η2,•. (6.68)

Note that in (6.67) we normalize Φk±(Tn) using EΦk±(T̃n) for the Poisson
model.

Since Φk = Φk+−Φk−, it follows from (6.67) that, along the subsequence,(Φk(Tn)− EΦk(T̃n)√
n

)K
k=1

d−→ N
(
0, (β̂k`)

K
k,`=1

)
, (6.69)

where, using (6.68),

β̂k` = β̂k+,`+ − β̂k+,`− − β̂k−,`+ + β̂k−,`−

= βk+,`+ − βk+,`− − βk−,`+ + βk−,`− − (βk+,• − βk−,•)(β`+,• − β`−,•).
(6.70)

We are considering a subsequence such that (6.57) holds for the functionals
{Φ•,Φ±} along the subsequence. It follows from (5.25), (5.21), (5.11), (6.57)

(for the set {Φ•,Φ±}), Φ•(T̃n) = Nn, linearity and (6.70), that, along the
subsequence,

σ̂k`(n) =
Cov

(
Φk(T̃n),Φ`(T̃n)

)
n

−
Cov

(
Φk(T̃n), Nn

)
n

Cov
(
Φ`(T̃n), Nn

)
n

+ o(1)

→ β̂k`. (6.71)

By (5.1), we may replace EΦk(T̃n) by ak(n) in (6.69), and thus (6.71) shows
that (5.24) holds along the subsequence. Hence, (5.24) holds in general by
the subsequence principle.

Furthermore, the proof of Theorem 5.6 shows also that, along the subse-
quence (nj) above, (6.61) holds with absolute moments of order s < r. By
[27, Section 4] (see also [17, Theorem 2.6]), the same holds after conditioning

on Φ•(T̃n) = n, i.e., in (6.67). Since absolute moment convergence here is
equivalent to uniform sth power integrability [11, Theorem 5.5.9], it follows
that also (6.69) holds with uniform sth power integrability. We may again

replace EΦk(T̃n) by ak(n), using (5.1). Hence, (5.24) holds along the subse-
quence with uniform sth power integrability, and thus with convergence of
sth [absolute] moments. Hence, by the subsequence principle again, (5.24)
holds with sth [absolute] moments.

In particular, (5.24) holds with moments of order 1 and 2, which gives
(5.26) and (5.27). �

Proof of Theorem 5.5. This is essentially the special case K = 1 of Theo-
rem 5.8. In part (i), we do not assume any function a(λ). However, we

may then define a(λ) := EΦ(T̃λ), so (5.1) holds trivially. Thus we may
throughout the proof assume that we have a function a(λ) such that (5.1)
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holds. Then Theorem 5.8 applies with K = 1. In particular, (5.26)–(5.27)

hold, which yields (5.12)–(5.13) using choice a(λ) = Var Φ(T̃λ) just made
for (i); then (5.14) follows by (5.2) and (5.11), noting that (5.3) implies

Cov
(
Φ(T̃λ), Nλ

)
= O(λ) by the Cauchy–Schwarz inequality. The approxi-

mations (5.15) follow from (5.24) and (5.12)–(5.13), with [absolute] moments
of order s < r.

For part (ii), we have by (5.24) (or (5.15)),

Φ(Tn)− a(n)√
n

d
≈ N

(
0, σ̂2(n)

)
, (6.72)

with

σ̂2(n) :=
b(n)− c(n)2/n

n
. (6.73)

The assumptions (5.3), (5.2) and (5.16) imply σ̂2(n) = Θ(1). Hence, (6.72)
implies that for any subsequence such that σ̂2(n) converges, say σ̂2(n)→ γ,
we have γ > 0, and then (6.72) implies

Φ(Tn)− a(n)√
b(n)− c(n)2/n

=
Φ(Tn)− a(n)√

nσ̂2(n)

d−→ N(0, 1) (6.74)

along the subsequence. By the subsequence principle, (6.74) holds in general,
which is (5.17). This yields also (5.18), using (5.12)–(5.13), (5.1), and again
(5.16). Moment convergence follows by the same argument. �

7. Proof of Theorem 3.1

Before proving Theorem 3.1, we give some lemmas. To begin with, we
assume that ϕ(•) = 0.

Lemma 7.1. Suppose that ϕ(•) = 0 and E |ϕ(T̃λ)| < ∞ for some λ > 0.
Then

EΦ(T̃λ) =
∑
α∈A∗

Eϕ(T̃ α
λ ) =

∑
α∈A∗

Eϕ(T̃λP (α)), (7.1)

where the sums have finite summands and converge absolutely. Moreover,∑
α∈A∗

E
∣∣ϕ(T̃ α

λ )
∣∣ =

∑
α∈A∗

E
∣∣ϕ(T̃λP (α))

∣∣ <∞. (7.2)

Proof. By Lemma 6.1(ii), with m = 2,

E |ϕ(T̃λP (α))| ≤ P (α)2eλ E |ϕ(T̃λ)| = CλP (α)2. (7.3)

Hence, using (2.7),∑
α∈A∗

E |ϕ(T̃λP (α))| ≤ Cλ
∑
α∈A∗

P (α)2 <∞, (7.4)

which proves the inequality in (7.2). The equality in (7.2) follows from
(2.25).
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Finally, the first equality in (7.1) follows by (2.17) and Fubini’s theorem,
using (7.2) which also implies absolute convergence of the sum. The second
equality follows by (2.25). �

For the variance, we give in the next lemma several different formulas.

Lemma 7.2. Suppose that ϕ(•) = 0 and E |ϕ(T̃λ)|2 < ∞ for some λ > 0.
Then

Var Φ(T̃λ) =
∑

α,β∈A∗
Cov

(
ϕ(T̃ α

λ ), ϕ(T̃ β
λ )
)

(7.5)

=
∑

α,β∈A∗
E
[
ϕ(T̃ α

λ )ϕ(T̃ β
λ )
]
−
( ∑
α∈A∗

Eϕ(T̃ α
λ )
)2

(7.6)

= 2
∑
α∈A∗

Cov
(
ϕ(T̃ α

λ ),Φ(T̃ α
λ )
)
−
∑
α∈A∗

Varϕ(T̃ α
λ ) (7.7)

=
∑
α∈A∗

(
2 Cov

(
ϕ(T̃λP (α)),Φ(T̃λP (α))

)
−Varϕ(T̃λP (α))

)
(7.8)

and

Cov
(
Φ(T̃λ), Nλ

)
=
∑
α∈A∗

Cov
(
ϕ(T̃λP (α)), NλP (α)

)
(7.9)

=
∑
α∈A∗

E
[
ϕ(T̃λP (α))NλP (α)

]
− λ

∑
α∈A∗

P (α)Eϕ(T̃λP (α)),

(7.10)

where all sums have finite summands and converge absolutely.

Remark 7.3. Analoguous formulas for the covariance Cov
(
Φ1(T̃λ),Φ2(T̃λ)

)
for two toll functions ϕ1 and ϕ2 with ϕ1(•) = ϕ2(•) = 0 follow immediately
by polarization in (7.5)–(7.8); the details are omitted.

However, note that these formulas for variance and covariance do not
include the case ϕ•(T ) := 1{T = •} with Φ•(T ) = |T |e, see Example 2.1.
(It is easily checked that e.g. (7.8) and (7.9) fail for ϕ•.) Hence, separate

formulas are given in Lemma 7.2 for the covariance with Φ•(T̃λ) = Nλ. �

Proof of Lemma 7.2. Let, recalling (2.25),

Xα := ϕ(T̃ α
λ ) = ϕ(T̃ α+

λ )
d
= ϕ(T̃λP (α)), (7.11)

and define, for k ≥ 0,

Yk :=
∑
|α|=k

Xα. (7.12)

By (7.11) and Lemma 6.1(ii), applied to ϕ2 and with m = 2, cf. (7.3),

EX2
α = E |ϕ(T̃λP (α))|2 ≤ CλP (α)2. (7.13)
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Furthermore, for any k ≥ 0, the random variables Xα with |α| = k are
independent. Hence, using (7.13) and (2.5),

VarYk =
∑
|α|=k

VarXα ≤
∑
|α|=k

EX2
α ≤

∑
|α|=k

CλP (α)2 = Cλρ(2)k. (7.14)

Since ρ(2) < 1 by (2.6), it follows from (2.17), (7.11) and (7.12) that

Φ(T̃λ)− EΦ(T̃λ) =
∑
α∈A∗

(
Xα − EXα

)
=
∞∑
k=0

(
Yk − EYk

)
, (7.15)

where the sums converge absolutely in L1 since
∑

α∈A∗ ‖Xα‖1 <∞ by (7.2),

and the final sum converges absolutely in L2 by (7.14), i.e.,
∑∞

k=0 ‖Yk −
EYk‖2 <∞. (The first sum does not always converge absolutely in L2; this
is why we introduce Yk.) Hence,

Var Φ(T̃λ) =
∑
k,`≥0

Cov(Yk, Y`) <∞ (7.16)

with absolute convergence.
Suppose temporarily that ϕ ≥ 0. Then

∑∞
k=0 EYk =

∑
α∈A∗ EXα < ∞

by (7.12), (7.11), and (7.2), and thus (7.16) yields∑
α,β∈A∗

E
[
XαXβ

]
=
∑
k,`

E
[
YkY`

]
=
∑
k,`

(
Cov(Yk, Y`) + EYk EY`

)
<∞.

(7.17)

Returning to a general ϕ, we apply (7.17) to |ϕ|, and find∑
α,β∈A∗

E
∣∣XαXβ

∣∣ <∞. (7.18)

We see from (7.18) and (7.2) that the sums in (7.6) are absolutely convergent.
It follows that so is the sum in (7.5), and that it equals (7.6); furthermore,
recalling (7.11) and (7.12), this sum equals

∑
k,` Cov(Yk, Y`). Hence (7.16)

implies (7.5) and (7.6).
Next, rewrite (7.16) as

Var Φ(T̃λ) = 2
∑

0≤k≤`
Cov(Yk, Y`)−

∞∑
k=0

VarYk. (7.19)

Let k ≤ `. If α ∈ Ak and β ∈ A` and α is not a prefix of β, then Xα and
Xβ are independent. Thus,

Cov(Yk, Y`) =
∑

α∈Ak,β∈A`
Cov(Xα, Xβ) =

∑
α∈Ak,γ∈A`−k

Cov(Xα, Xαγ).

(7.20)

Hence, for any k ≥ 0, recalling (7.11) and absolute convergence in (7.5),∑
`≥k

Cov(Yk, Y`) =
∑

α∈Ak,γ∈A∗
Cov(Xα, Xαγ), (7.21)
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with absolute convergence, also when summed over k. Furthermore, by

(7.15) applied to T̃ α
λ ,

Φ(T̃ α
λ )− EΦ(T̃ α

λ ) =
∞∑
j=0

∑
|γ|=j

(
Xαγ − EXαγ

)
(7.22)

with the sum over j converging in L2. Thus, for each α,

Cov(ϕ(T̃ α
λ ),Φ(T̃ α

λ )) =
∞∑
j=0

∑
|γ|=j

Cov(Xα, Xαγ) =
∑
γ∈A∗

Cov(Xα, Xαγ).

(7.23)

Hence, (7.21) yields, with absolute convergence, also when summed over k,∑
`≥k

Cov(Yk, Y`) =
∑
α∈Ak

Cov(ϕ(T̃ α
λ ),Φ(T̃ α

λ )). (7.24)

Consequently, (7.7) follows from (7.19) and (7.14). Finally, (7.8) follows
from (7.7) by (2.23).

For the covariance, let ψ(T ) := ϕ(T )|T |e, so that

Eψ(T̃λ) = E
[
ϕ(T̃λ)|T̃λ|e

]
= E

[
ϕ(T̃λ)Nλ

]
. (7.25)

Since E |ϕ(T̃λ)|2 < ∞ and EN2
λ < ∞, the Cauchy–Schwarz inequality im-

plies that E |ψ(T̃λ)| <∞. Hence Lemma 6.2 applies to both ϕ and ψ, which
shows that both sums in (7.10) converge absolutely. Thus so does the sum
in (7.9).

For any α ∈ A∗, by properties of the Poisson distribution, the two set of
strings {Ξ(k) : k ≤ Nλ and Ξ(k) 6� α} and {Ξ(k) : k ≤ Nλ and Ξ(k) � α} are

independent. Consequently, Nλ −Nλ,α is independent of Nλ,α and of T̃ α+
λ

and thus of Xα = ϕ(T̃ α+
λ ). Hence, recalling (2.22)–(2.23),

Cov
(
Xα, Nλ

)
= Cov

(
Xα, Nλ,α

)
= Cov

(
ϕ(T̃ α+

λ ), |T̃ α+
λ |e

)
= Cov

(
ϕ(T̃λP (α)), |T̃λP (α)|e

)
= Eψ(T̃λP (α))− Eϕ(T̃λP (α))λP (α). (7.26)

We sum (7.26) first over α ∈ Ak, and then over k ≥ 0, using the L2 conver-
gence in (7.15), and obtain (7.9)–(7.10). �

Lemma 7.4. Suppose that ϕ is a toll function such that as λ→∞,

Varϕ(T̃λ) = O
(
λ1−ε) (7.27)

for some ε > 0. Then

Var Φ(T̃λ) = O
(
λ
)
, λ ∈ (0,∞). (7.28)

Proof. By subtracting a suitable multiple of ϕ•(T ) := 1{T = •} from ϕ, we

may assume that ϕ(•) = 0. (Because Φ•(T̃λ) = Nλ satisfies (7.28).)
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By (7.27), there exist λ0 and C1 such that, for λ ≥ λ0,

Varϕ(T̃λ) ≤ C1λ
1−ε (7.29)

Lemma 6.1(ii) applies to ϕ2, with λ2 = λ0 and m = 2, and shows that, for
λ ≤ λ0,

Varϕ(T̃λ) ≤ E[ϕ(T̃λ)2] ≤ C2λ
2. (7.30)

It follows that, perhaps after increasing C1 and C2, (7.29) and (7.30) both
hold for all λ ∈ (0,∞).

Let Jk := (pk+1
max, p

k
max], k ≥ 0, and define, recalling (2.25),

Zλ,k :=
∑

P (α)∈Jk

ϕ(T̃ α
λ ) =

∑
P (α)∈Jk

ϕ(T̃ α+
λ ). (7.31)

Thus, we have by (2.17) the decomposition

Φ(T̃λ) =

∞∑
k=0

Zλ,k. (7.32)

If α is a prefix of β and α 6= β, then P (β) ≤ pmaxP (α), and thus P (α) and
P (β) cannot both belong to the same Jk. Hence, the modified fringe tries

T̃ α+
λ are independent for all α with P (α) ∈ Jk. Consequently, using (2.25),

VarZλ,k =
∑

P (α)∈Jk

Varϕ(T̃ α+
λ ) =

∑
P (α)∈Jk

Varϕ(T̃λP (α)). (7.33)

By definition, P (α) is the probability that the random string Ξ has α as a
prefix; hence

∑
P (α)∈Jk P (α) is the expected number of prefixes α in Ξ with

P (α) ∈ Jk. Since none of these strings α is a prefix of another, as just seen,
Ξ can contain at most one such prefix. Hence,∑

P (α)∈Jk

P (α) ≤ 1. (7.34)

Combining (7.33) with (7.29) and (7.34), we obtain

VarZλ,k ≤
∑

P (α)∈Jk

C1(λP (α))1−ε = C1λ
1−ε

∑
P (α)∈Jk

P (α)1−ε

≤ C1λ
1−εp−ε(k+1)

max

∑
P (α)∈Jk

P (α) ≤ C3λ
(
λpkmax

)−ε
. (7.35)

Similarly, using instead (7.30),

VarZλ,k ≤
∑

P (α)∈Jk

C2(λP (α))2 = C2λ
2
∑

P (α)∈Jk

P (α)2

≤ C2λ
2pkmax

∑
P (α)∈Jk

P (α) ≤ C2λ
(
λpkmax

)
. (7.36)
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By (7.32) and Minkowski’s inequality, (7.35)–(7.36) imply(
Var Φ(T̃λ)

)1/2 ≤ ∞∑
k=0

(
VarZλ,k

)1/2
≤ C4λ

1/2
∞∑
k=0

min
{(
λpkmax

)−ε/2
,
(
λpkmax

)1/2}
≤ C5λ

1/2, (7.37)

since the last sum is dominated by the sum of two convergent geometric
series, uniformly in λ. This shows (7.28). �

Remark 7.5. We cannot take ε = 0 in (7.27) and assume only Varϕ(T̃λ) =
O(λ). A counter example is ϕ(T ) = |T |e1{|T |e ≥ 2}; then Φ(T ) is the

external path length, and Var Φ(T̃λ) is of order λ log2 λ, see [15, Lemma 12].
�

Proof of Theorem 3.1. We prove the theorem in two steps, first in the special
case χ = ϕ(•) = 0, and then in general.

Step 1: χ = ϕ(•) = 0. First, (3.1)–(3.2) show that E |ϕ(T̃λ)| and E |ϕ(T̃λ)|2
are finite for large λ, and thus for all λ > 0 by Lemma 6.1. Hence, Lem-
mas 7.1 and 7.2 apply for any λ. By (3.16)–(3.18), we can write (7.1), (7.8)
and (7.9) as

EΦ(T̃λ) =
∑
α∈A∗

fE(λP (α)), (7.38)

Var Φ(T̃λ) =
∑
α∈A∗

fV(λP (α)), (7.39)

Cov
(
Φ(T̃λ), Nλ

)
=
∑
α∈A∗

fC(λP (α)), (7.40)

with absolute convergence; in particular the left-hand sides are finite and so
are (taking the term α = ε in the sums) fE(λ), fV(λ), fC(λ) for every λ > 0.

These equations are all instances of (A.1) in Theorem A.1 in Appendix A,
and we verify the conditions of that theorem. First, we may write also fV
and fC using only expectations of functionals of T̃λ:

fV(λ) = 2E
[
ϕ(T̃λ)Φ(T̃λ)

]
− 2Eϕ(T̃λ)EΦ(T̃λ)− Eϕ(T̃λ)2 +

(
Eϕ(T̃λ)

)2
,

(7.41)

fC(λ) = E
[
ϕ(T̃λ)Nλ

]
− λEϕ(T̃λ). (7.42)

All expectations in (3.16) and (7.41)–(7.42) are finite by (3.1)–(3.2) and
Lemma 6.1, (7.38)–(7.39), and the Cauchy–Schwarz inequality. Hence, it
follows from the general formula (6.1) that fE, fV, fC are all continuous, and
in fact, entire analytic. Furthermore, it follows from Lemma 6.1(ii) that the
expectations in (3.16), (7.41) and (7.42) all are O(λ2) for λ ≤ 1, and thus



CENTRAL LIMIT THEOREMS IN TRIES 57

(A.2) holds for fE, fV, fC. Equivalently, the entire functions fX satisfy

fX(0) = f ′X(0) = 0. (7.43)

Next, fE satisfies (A.3) by the assumption (3.1). Furthermore, Lemma 7.4

applies by (3.2) and yields Var Φ(T̃λ) = O(λ). Also, VarNλ = λ. Hence
(3.17)–(3.18), (3.2) and the Cauchy–Schwarz inequality yield

fV(λ), fC(λ) = O
(
λ1−ε/2) (7.44)

for large λ, and thus for λ ≥ 1 (since fV and fC are continuous and thus
bounded on finite intervals). In other words, (A.3) holds for fV and fC, with
ε replaced by ε/2.

Hence, Theorem A.1(i)–(iii) apply to fE, fV, fC. Furthermore, if dp > 0
and f ′X(λ) = O(λ−ε1) as λ→∞, then also Theorem A.1(v) applies; note
that f ′X(λ) = O(λ) as λ → 0 by (7.43). In particular, this is always the
case for fE (when dp > 0), since it follows from (3.20) (which will be proved

below) and (7.44) that f ′E(λ) = O
(
λ−ε/2

)
for λ ≥ 1.

Consequrently, the results in (i) and (ii) follow from Theorem A.1.

Finally, if ϕ ≥ 0 and ϕ(T ′) > 0 for some trie T ′, then fE(λ) = Eϕ(T̃λ) > 0
for every λ > 0 by (6.1); hence (iii) follows by Theorem A.1(iv).

Step 2: The general case. Consider the toll function

ϕ∗ := ϕ− χϕ• (7.45)

and the corresponding additive functional Φ∗; note that ϕ∗(•) = 0. Then

Φ∗(T̃λ) = Φ(T̃λ)− χΦ•(T̃λ) = Φ(T̃λ)− χNλ. (7.46)

Define, for X = E,V,C as usual, fX,∗ by (3.16)–(3.18) for the functionals ϕ∗
and Φ∗, and define ψX,∗ by (3.13)–(3.14) with fX,∗. Then, by the case just

proved, (3.10)–(3.12) hold for moments of Φ∗(T̃λ), if we omit the terms χ
or χ2 and replace ψX by ψX,∗. Hence, using (7.46) and recalling ENλ =
VarNλ = λ,

EΦ(T̃λ)

λ
=

EΦ∗(T̃λ) + χENλ

λ
=

1

H
ψE,∗(log λ) + χ+ o(1), (7.47)

Var Φ(T̃λ)

λ
=

Var Φ∗(T̃λ) + 2χCov(Φ∗(T̃λ), Nλ) + χ2 VarNλ

λ

=
1

H
ψV,∗(log λ) + 2χ

1

H
ψC,∗(log λ) + χ2 + o(1), (7.48)

Cov
(
Φ(T̃λ), Nλ

)
λ

=
Cov

(
Φ∗(T̃λ), Nλ

)
+ χVarNλ

λ

=
1

H
ψC,∗(log λ) + χ+ o(1). (7.49)

This proves (3.10)–(3.12) (and thus (3.7)–(3.9) when dp = 0) if we define

ψE := ψE,∗, ψV := ψV,∗ + 2χψC,∗, ψC := ψC,∗, (7.50)
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which agrees with (3.13)–(3.15) if we have

fE = fE,∗, fV = fV,∗ + 2χfC,∗, fC = fC,∗. (7.51)

It remains to verify that (7.51) agrees with the definitions (3.4)–(3.6). In
fact, (7.51) yields, by (3.16)–(3.18) and (7.45)–(7.46),

fE(λ) = fE,∗(λ) = Eϕ∗(T̃λ) = Eϕ(T̃λ)− χEϕ•(T̃λ), (7.52)

fV(λ) = fV,∗(λ) + 2χfC,∗(λ)

= 2 Cov
(
ϕ∗(T̃λ),Φ∗(T̃λ)

)
−Var

(
ϕ∗(T̃λ)

)
+ 2χCov

(
ϕ∗(T̃λ), Nλ

)
= 2 Cov

(
ϕ∗(T̃λ),Φ(T̃λ)

)
−Var

(
ϕ(T̃λ)− χϕ•(T̃λ)

)
= 2 Cov

(
ϕ(T̃λ),Φ(T̃λ)

)
− 2χCov

(
ϕ•(T̃λ),Φ(T̃λ)

)
−Varϕ(T̃λ) + 2χCov

(
ϕ•(T̃λ), ϕ(T̃λ)

)
− χ2 Varϕ•(T̃λ), (7.53)

fC(λ) = fC,∗(λ) = Cov
(
ϕ(T̃λ), Nλ

)
− χCov

(
ϕ•(T̃λ), Nλ

)
. (7.54)

Furthermore, recalling that ϕ•(T̃λ) = 1{Nλ = 1}, we have

Eϕ•(T̃λ) = P(Nλ = 1) = λe−λ, (7.55)

Varϕ•(T̃λ) = λe−λ
(
1− λe−λ

)
, (7.56)

Cov
(
ϕ•(T̃λ), Nλ

)
= P(Nλ = 1)− P(Nλ = 1)λ = (1− λ)λe−λ. (7.57)

Also, since Φ(•) = ϕ(•) and thus ϕ•(T )
(
ϕ(T )− Φ(T )

)
= 0 for every T , we

have

Cov
(
ϕ•(T̃λ), ϕ(T̃λ)− Φ(T̃λ)

)
= −Eϕ•(T̃λ)E

(
ϕ(T̃λ)− Φ(T̃λ)

)
= −λe−λ

(
Eϕ(T̃λ)− EΦ(T̃λ)

)
. (7.58)

Combining (7.52)–(7.54) and (7.55)–(7.58), we obtain (3.4)–(3.6) after sim-
ple calculations.

The assertion on absolute convergence of the Fourier series follows as in
the case χ = 0 from Theorem A.1(v), using (7.51) to verify fX(λ) = O(λ2)
for λ < 1.

This completes the proof of (i)–(ii). For (iii), we note that this was proved

in Step 1 if χ = 0. If χ > 0, we note that ϕ∗ ≥ 0 and thus fE(λ) = Eϕ∗(T̃λ) ≥
0; hence ψE(t) ≥ 0 by (3.15) and inft

(
H−1ψE(t)+χ

)
≥ χ > 0. Alternatively,

we may simply note that Φ∗ ≥ 0 and thus (7.46) implies Φ(T̃λ) ≥ χNλ and

EΦ(T̃λ) ≥ χλ. �

Note that (7.43)–(7.44) and the comments between them justify the claims
on existence of the Mellin transforms f∗X(s) in Remark 3.4.

Proof of Lemma 3.6. By the proof of Theorem 3.1, we have fE = fE,∗ and
fC = fC,∗, so it suffices to consider the case χ = 0. In this case, it follows
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from (6.1) that the derivative of the entire analytic function fE(λ) is, using
(3.16) and (3.18) (or (7.42)),

f ′E(λ) = −fE(λ) + e−λ
∞∑
n=1

nλn−1

n!
an = −fE(λ) + λ−1 E

(
Nλϕ(T̃λ)

)
=
−λEϕ(T̃λ) + E

(
ϕ(T̃λ)Nλ

)
λ

=
fC(λ)

λ
, (7.59)

which proves (3.20). Furthermore, for −2 < Re s < −1 + ε/2 (cf. Re-
mark 3.4), (7.59) and an integration by parts gives, using (3.1) and fE(λ) =
O(λ2) shown above,

f∗C(s) =

∫ ∞
0

f ′E(λ)λs dλ = −s
∫ ∞

0
fE(λ)λs−1 dλ = −sf∗E(s), (7.60)

showing (3.21). Finally, (3.22) follows from (3.21) when dp = 0, and oth-
erwise from either (3.15) and (3.20), or (3.14) and (3.21); we omit the de-
tails. �

8. Proof of Theorem 3.9 – Lemma 3.16

Finally, we prove Theorem 3.9 and the remaining other results in Sec-
tion 3.

Proof of Theorem 3.9. Since ϕ and ϕ± are bounded, (3.1)–(3.2) hold for ϕ
and ϕ± (with ε = 1), and thus Theorem 3.1 applies to these functionals.
In particular, (3.11) (or Lemma 7.4) implies that (5.3) holds for Φ and Φ±.
Furthermore, (5.4) and (5.5) (for any r > 0) hold trivially for ϕ and ϕ±,
again because the functionals are bounded. Moreover, define

a(λ) := EΦ(T̃λ), (8.1)

b(λ) :=
(
χ2 +

1

H
ψV(log λ)

)
λ, (8.2)

Then (5.1) holds trivially, and (5.2) holds by (3.11). Consequently, Theo-
rem 5.3 applies, with any r > 2, and (5.6) yields

Φ(T̃λ)− EΦ(T̃λ)√
λ

d
≈ N

(
0, b(λ)/λ

)
, (8.3)

with all [absolute] moments, which by (8.2) is (3.29) with (3.31). In the
special case dp = 0, this yields (3.25) with (3.27).

Moreover, define also

c(λ) :=
(
χ+

1

H
ψC(log λ)

)
λ. (8.4)

Then Theorem 3.1 shows also that (5.11) holds, and thus Theorem 5.5 ap-
plies with any r > 2. Hence (5.15) holds, with all [absolute] moments,
which, recalling (8.2) and (8.4), yields (3.30), with (3.32). In the special
case dp = 0, this yields (3.26) with (3.28). This proves (i) and (ii).

(iii) follows by (5.12).
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For (iv), suppose that lim infn→∞Var Φ(Tn)/n > 0. By (5.13), this means
that (5.16) holds. Hence, (5.18) holds, which is (3.35), with all [absolute]
moments. Furthermore, (5.13), (8.2) and (8.4) show that,

0 < lim inf
n→∞

Var Φ(Tn)/n = lim inf
n→∞

(
χ2 +H−1ψV(log n)−

(
χ+H−1ψC(log n)

)2)
= inf

x∈R

(
χ2 +H−1ψV(x)− (χ+H−1ψC(x))2

)
, (8.5)

where the final equality holds because this function of x is continuous and
periodic (and constant if dp = 0). Hence, also

inf
λ>0

b(λ)/λ = inf
x∈R

(
χ2 +H−1ψV(x)

)
> 0. (8.6)

Consequently, (5.8) holds and (5.10) follows, which is (3.34), with all [abso-
lute] moments.

For (v), (3.36) follows from (3.10), and then (3.37) follows by (5.12). �

Proof of Theorem 3.12. (i): It follows from Theorem 3.9, more precisely
(3.29)–(3.30) together with (iii), that

Φ(T̃λ)− EΦ(T̃λ)

λ

p−→ 0, (8.7)

Φ(Tn)− EΦ(T̃n)

n

p−→ 0. (8.8)

The result (3.38)–(3.39) now follows from (3.10) in Theorem 3.1.
(ii): In this case, Theorem 3.1(iii) applies and shows that inft

(
H−1ψE(t)+

χ
)
> 0, and thus that EΦ(T̃λ) > 2cλ for some c > 0 and all large λ. Hence,

(8.8) implies (3.41). �

Proof of Lemma 3.14. Let m ≥ 1 be such that Var Φ(Tm) > 0, i.e., Φ(Tm)
is not deterministic. Let b := max{n0,m}.

We show first that Var Φ(Tb) > 0. This is clear if b = m, so suppose that
b > m. Let α and β be two distinct letters in A. Condition on the event
Em,b that the strings Ξ(1), . . . ,Ξ(m) begin with α, and Ξ(m+1), . . . ,Ξ(b) begin
with β. Then the root ε of Tb has two children α and β, with m and b−m
strings passed to them, respectively. By assumption, ϕ(Tb) = ab, and thus
(2.18) yields

Φ(Tb) = ab + Φ(T αb ) + Φ(T βb ), (8.9)

where (still conditioned on Em,b) Φ(T αb ) and Φ(T βb ) are independent. Fur-

thermore Φ(T αb )
d
= Φ(Tm), which is not deterministic; hence (8.9) shows that

Φ(Tb) conditioned on Em,b is not deterministic. Thus Φ(Tb) (unconditioned)
is not deterministic, and Var Φ(Tb) > 0 in this case too.

Consider the bucket trie T ′n with bucket size b grown from the n strings
Ξ(1), . . . ,Ξ(n). Then T ′n is a subtree of Tn. Let Mk be the number of buckets
in T ′n that contain k strings, k = 1, . . . , b. Recall that Tn may be obtained
from the bucket trie T ′n by growing a small trie from every bucket; denote
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these small tries by Tki, where k = 1, . . . , b and i = 1, . . . ,Mk, so |Tki|e = k.
Recall also that conditioned on T ′n, all these small tries are independent, and
that Tki is a copy of Tk.

Let I(T ′n) denote the set of internal nodes of the bucket trie T ′n. The,
(2.16) implies the decomposition

Φ(Tn) =
∑

v∈I(T ′n)

ϕ(T vn ) +
b∑

k=1

Mk∑
i=1

Φ(Tki). (8.10)

By the construction of the bucket trie, |T vn |e > b for every v ∈ I(T ′n), and
thus, by assumption, ϕ(T vn ) = a|T vn |e . Consequently, the first sum in (8.10)
depends on the bucket trie T ′n but not on the small tries Tki. Consequently,
conditioning on the bucket trie,

Var
(
Φ(Tn) | T ′n

)
=

b∑
k=1

Mk∑
i=1

Var[Φ(Tki)] =
b∑

k=1

Mk Var[Φ(Tk)]. (8.11)

Hence,

Var(Φ(Tn)) ≥ EVar
(
Φ(Tn) | T ′n

)
=

b∑
k=1

EMk ·Var[Φ(Tk)]

≥ EMb ·Var[Φ(Tb)]. (8.12)

We have shown that Var[Φ(Tb)] > 0, and it remains only to show that
EMb = Ω(n), i.e., lim infn→∞ EMb/n > 0.

It is easily seen that Mb a.s. equals the number of nodes in Tn that have
exactly b strings passed to them and have more than one child. Hence,
Mb = Φb∗(Tn) where the additive functional Φb∗ has toll function ϕb∗(T ),
defined as the indicator that |T |e = b and that the root of T has more than
one child. If we add a new string to a trie T , then Φb∗(T ) may decrease
by at most 1, since ϕ(T v) can be affected only for v in the path from the
root to the new leaf or pair of leaves, and in this path there is at most
one node with ϕ(T v) 6= 0. It follows that if ϕ•(T ) := 1{T = •} as in
Example 2.1, so Φ•(T ) = |T |e, then Φb∗ + Φ• is an increasing functional.
Hence, Theorem 3.12 applies to ϕb∗, with ϕ+ := ϕb∗ + ϕ• and ϕ− := ϕ•.
Thus, (3.41) holds, which implies EMb = EΦb∗(Tn) ≥ 1

2cn for large n; this
completes the proof. �

Proof of Lemma 3.15. Let again Xα := ϕ(T̃ α
λ ), see (7.11). Since |ϕ(T )| ≤

C, we have, using (7.3),∣∣Cov
(
ϕ(T̃λ), Xα

)∣∣ ≤ E |CXα|+ C E |Xα| ≤ CλP (α)2. (8.13)

Hence, (2.7) implies that the sum in (3.43) converges absolutely for every λ.

Furthermore, again by (7.3), Φ(T̃λ) =
∑

αXα with convergence in L1, and
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thus, since ϕ(T̃λ) is bounded,

Cov
(
ϕ(T̃λ),Φ(T̃λ)

)
=
∑
α

Cov
(
ϕ(T̃λ), Xα

)
, (8.14)

which shows the equality of the expressions in (3.17) and (3.43).

By Lemma 6.1(ii) (with m = 2), E |ϕ(T̃λ)| ≤ Cλ2 for λ ≤ 1. Hence, if

λ ≤ 1, then for every α, recalling (7.11), E |ϕ(T̃ α
λ )| ≤ Cλ2P (α)2 for every

α ∈ A∗, and thus, arguing as in (8.13),∑
α∈A∗

∣∣Cov
(
ϕ(T̃λ), Xα

)∣∣ ≤ ∑
α∈A∗

C E |Xα| ≤
∑
α∈A∗

Cλ2P (α)2 = Cλ2. (8.15)

For λ ≥ 1, we use instead the decomposition and notation in the proof

of Lemma 7.4. Let εα := sign
(
Cov

(
ϕ(T̃λ), Xα

))
∈ {±1}. Then, for each

k ≥ 0, ∑
P (α)∈Jk

∣∣Cov
(
ϕ(T̃λ), Xα

)∣∣ =
∑

P (α)∈Jk

εα Cov
(
ϕ(T̃λ), Xα

)
= Cov

(
ϕ(T̃λ),

∑
P (α)∈Jk

εαXα

)
. (8.16)

Furthermore, the variables Xα = ϕ(T̃ α+
λ ) are independent for α ∈ Jk, and

thus, see (7.31), (7.33) and (7.35)–(7.36),

Var
( ∑
P (α)∈Jk

εαXα

)
=

∑
P (α)∈Jk

VarXα = VarZλ,k

≤ Cλmin
(
(λpkmax)−ε, λpkmax

)
. (8.17)

Hence, by (8.16) and the Cauchy–Schwarz inequality, recalling that ϕ is
bounded,∑

P (α)∈Jk

∣∣Cov
(
ϕ(T̃λ), Xα

)∣∣ ≤ Cλ1/2 min
(
(λpkmax)−ε/2, (λpkmax)1/2

)
. (8.18)

We may now sum over k ≥ 0 and obtain, since pmax < 1,∑
α∈A∗

∣∣Cov
(
ϕ(T̃λ), Xα

)∣∣ ≤ Cλ1/2. (8.19)

The two estimates (8.15) for λ ≤ 1 and (8.19) for λ ≥ 1 imply the same

estimates (with a different C) for
∑*

α, and it follows that, for σ := Re s ∈
(−2,−1

2),∫ ∞
0

∑*

α

∣∣Cov
(
ϕ(T̃λ), ϕ(T̃ α

λ )
)
λs−1

∣∣dλ ≤ ∫ ∞
0

C min{λσ+1, λσ−1/2} dλ <∞.

(8.20)

Hence, Fubini’s theorem shows that we may interchange the sum and integral
in (3.44). Thus (3.44) follows by (3.43). �
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Proof of Lemma 3.16. By replacing ϕ by ϕ∗ as in the proof of Theorem 3.1,
we may again assume χ = 0; recall (7.45) and (7.51). Furthermore, by
considering the positive and negative parts of ϕ separately, we may also
assume ϕ ≥ 0. Then, by (3.16) and (6.1), we have, with an := Eϕ(Tn),

fE(λ) = e−λ
∞∑
n=2

an
n!
λn. (8.21)

Hence, at least for −2 < Re s < −1 + ε, first for real s and then generally,

f∗E(s) =

∫ ∞
0

fE(λ)λs−1 dλ =

∞∑
n=2

an
n!

∫ ∞
0

λn+s−1e−λ dλ =

∞∑
n=2

an
n!

Γ(n+ s),

(8.22)

yielding (3.45). Taking s = −1 yields (3.46), recalling f∗C(−1) = f∗E(−1)
from Lemma 3.6. �

Acknowledgement. I thank Pawel Hitczenko for help with references on
Rosenthal’s inequality.

Appendix A. Asymptotics of certain sums

The following theorem is essentially [18, Theorem 5.1], with some exten-
sions as discussed in the proof. Recall the definition of the entropy H in
(2.2), the greatest common divisor dp := gcd{− log pα : α ∈ A} in Sec-
tion 2.10, and the Mellin transform f∗ in (2.27).

Theorem A.1. Suppose that f is a real-valued function on (0,∞), and that

F (λ) =
∑
α∈A∗

f(λP (α)), (A.1)

for λ > 0, with P (α) given by (2.3). Assume further that f is a.e. continu-
ous and satisfies the estimates

f(x) = O(x2), 0 < x < 1, (A.2)

f(x) = O(x1−ε), 1 < x <∞, (A.3)

for some ε > 0.

(i) If dp = 0, then, as λ→∞,

F (λ)

λ
→ 1

H
f∗(−1) =

1

H

∫ ∞
0

f(x)x−2 dx. (A.4)

(ii) More generally, for any dp, as λ→∞,

F (λ)

λ
=

1

H
ψ(log λ) + o(1), (A.5)

where ψ is a bounded function defined as follows:
(a) If dp = 0 then ψ is constant: for all t,

ψ(t) := f∗(−1). (A.6)
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(b) If d = dp > 0, then ψ is a bounded d-periodic function having the
Fourier series

ψ(t) ∼
∞∑

m=−∞
ψ̂(m)e2πimt/d (A.7)

with

ψ̂(m) = f∗
(
−1− 2πm

d
i
)

=

∫ ∞
0

f(x)x−2−2πim/d dx. (A.8)

Furthermore,

ψ(t) = d
∞∑

k=−∞
ekd−tf

(
et−kd

)
. (A.9)

(iii) If f is continuous, then ψ is too.
(iv) If f is continuous and f > 0 on (0,∞), then inft ψ(t) > 0. Hence,

ψ(t) = Θ(1) and, as λ→∞, F (λ) = Θ(λ).
(v) Suppose that dp > 0. If f is continuous and the Fourier series (A.7)

converges absolutely, then its sum equals ψ(t) everywhere, so we may
replace ∼ in (A.7) by =. In particular, this holds if f is continuously
differentiable on (0,∞) and f ′(x) = O(xε) as x → 0 and f ′(x) =
O(x−ε) as x→∞ for some ε > 0.

Proof. (i),(ii),(iii): This is, as said above, essentially [18, Theorem 5.1].
There are three technical differences:

(a) [18] considers for simplicity only A = {0, 1}. However, the same proof
holds for arbitrary A.

(b) [18, Theorem 5.1] assumes that f ≥ 0. This is technically convenient in
the proof (e.g., all sums and integrals are defined), but the result extends
immediately to real-valued f by considering its positive and negative
parts.

(c) [18, Theorem 5.1] as stated there assumes (A.3) with ε = 1, but as said
in [18, Remark 5.2], the proof holds for any ε > 0. (We may similarly
relax (A.2) to f(x) = O(x1+ε) for 0 < x < 1, but we have no use for
this.)

With these extensions, [18, Theorem 5.1] yields (i)–(iii). (Note that, with
g(t) = eff(e−t) as in [18], ĝ(u) = f∗(−1+ui). Also, (iii) is trivial if dp = 0.)

(iv): This too is trivial if dp = 0 by (A.6) and (A.4), since the integral in
(A.4) now is positive.

Thus, suppose dp > 0. Then ψ(t) > 0 for every real t by (A.9). Since ψ is
periodic by (ii) and continuous by (iii), it follows that inft ψ(t) > 0. Hence,
F (λ) = Θ(λ) as λ→∞ by (A.5).

(v): ψ is continuous by (iii) and has by assumption a Fourier series that
converges everywhere, which implies that the Fourier series converges to ψ,
see e.g. [34, III.(3.4) and applications after it].
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If f is continuously differentiable on (0,∞) and f ′(x) = O(xε) as x → 0
and f ′(x) = O(x−ε) as x → ∞, then (A.9) can be differentiated termwise
and the resulting sum converges uniformly on compact sets. Hence ψ has a
continuous derivative, and is, in particular, Lipschitz on [0, d], and thus its
Fourier series converges absolutely by a theorem by Bernstein [34, Theorem
VI.(3.1)]. �

Remark A.2. It follows from (A.2)–(A.3) that the Mellin transform f∗(s)
exists at least when −2 < Re s < −1 + ε, and thus in particular when
Re s = −1 as in (A.4) and (A.8). �

Appendix B. Approximation in distribution and moments

We prove here the following lemma, which includes Lemma 2.6 together

with a converse. It extends the standard result that if Xn
d−→ Y , then

convergence of absolute moments of order s is equivalent to uniform inte-
grability of |Xn|s, and implies convergence of moments, see e.g. [11, Theorem
5.5.9]. Recall the definitions in Section 2.12.

Lemma B.1. Let (Xn)∞1 and (Yn)∞1 be random vectors in Rd. Let further
s > 0 be a real number, and suppose that the sequence (|Yn|s) is uniformly
integrable. Then the following are equivalent:

(i) Xn
d
≈ Yn with absolute moments of order s.

(ii) Xn
d
≈ Yn and the sequence (|Xn|s) is uniformly integrable.

Furthermore, if (i) or (ii) holds (and thus both hold), and s is an integer,
then also

(iii) Xn
d
≈ Yn with moments of order s.

Moreover, if (i) or (ii) holds, then they also hold with s replaced by any
positive s′ < s, and (iii) holds with s replaced by any smaller positive integer.

Proof. (ii) =⇒ (i),(iii). The assumptions that |Yn|s and |Xn|s are uniformly
integrable imply that the sequences (Xn) and (Yn) are tight. Hence, for any

subsequence (nj), there exists a subsubsequence along which Xn
d−→ X and

Yn
d−→ Y for some random variables X and Y . The assumption Xn

d
≈ Yn

implies X
d
= Y . Furthermore, the uniform integrability and convergence in

distribution imply that, still along the subsubsequence, E |Xn|s → E |X|s
and E |Yn|s → E |Y |s, see [11, Theorem 5.5.9]. Since E |X|s = E |Y |s, it
follows that (2.31) holds along the subsubsequence. By the subsequence
principle, (2.31) holds for the full sequence, and thus (i) holds.

If s is an integer, then (2.30) follows by the same argument.
(i) =⇒ (ii). This is similar. The uniform integrability of |Yn|s implies

that the sequence Yn is tight. Hence, for any subsequence (nj), there exists

a subsubsequence along which Yn
d−→ Y for some random variable Y . The

assumption Xn
d
≈ Yn implies that also Xn

d−→ Y along the subsubsequence.
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Furthermore, still along the subsubsequence, the assumption on uniform
integrability implies E |Yn|s → E |Y |s, and since we assume (i) and thus
(2.31), we have E |Xn|s → E |Y |s. Hence, by [11, Theorem 5.5.9] again,
|Xn|s is uniformly integrable along the subsubsequence. The subsequence
principle holds also for uniform integrability, and thus (ii) holds. (To see this,
assume that the full sequence |Xn|s is not uniformly integrable; then there
exists an ε > 0 and a subsequence nj such that E

[
|Xnj |s1{|Xnj |s > j}

]
> ε,

but then no subsubsequence is uniformly integrable, a contradiction.)
Finally, it is well known that if (ii) holds for some s, it holds for all smaller

s′ as well. �

Remark B.2. The standard case with Xn
d−→ Y is the case when all Yn are

equal; in that case uniformly integrable of |Yn|s is redundant. In general,
however, it is needed. Here are some counterexamples without uniform
integrability.

(i) Let Xn = Yn = n (non-random); then (i) holds trivially but not (ii).
(ii) Let P(Xn = −n) = 1 − P(Xn = n) = 1/n and Yn = n. Then |Xn| =
|Yn| so (2.31) is trivial and (i) holds for any s, but (ii) fails for all s
and (iii) for odd integers s.

(iii) Let P(Xn = n2) = 1 − P(Xn = 0) = 1/n and P(Yn = n3) = 1 −
P(Yn = 0) = 1/n3. Then Xn

d−→ 0 and Yn
d−→ 0 and thus Xn

d
≈ Yn.

Furthermore, (i) holds for s = 2 but not for s = 1.

Such examples indicate that moment approximation as in (2.29)–(2.31) is
not of much interest unless |Yn|s are uniformly integrable. �

Remark B.3. If s is an even integer, then |Xn|s = Xs
n when d = 1, and in

general |Xn|s is a linear combination of moments EXm
n with |m| = s. Hence,

(2.30) implies (2.31), which together with Lemma B.1 shows that, assuming

that |Yn|s are uniformly integrable, Xn
d
≈ Yn with absolute moments of order

s is equivalent to Xn
d
≈ Yn with moments of order s. Again, the condition

of uniform integrability is needed here, as shown by Remark B.2(ii). �

Appendix C. A lower bound on the approximation error

The rate of convergence of the asymptotic results (3.7) and (3.10) has
been studied in detail by Flajolet, Roux and Vallée [8]. They focussed on
the aperiodic case dp = 0 and gave upper bounds for the error, with a
very slow rate of convergence. It is implicit in their arguments that their
bounds are essentially the best possible, and we state one version of that as
Theorem C.2 below. For simplicity we consider there, and in most part of
this appendix, only the special case of the size, as in Section 4.1, although
the results are more general and the method applies also to other examples
in Section 4, cf. [8, Definition 4 and Lemma 6].
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However, we first review the much simpler periodic case. This case is
well-known, see e.g. [16, Section 7.2], and included her for completeness and
comparison.

C.1. The symmetric case. Consider the case pα = 1/r for every α ∈
A, where r := |A|. Note that dp = H = log r. Let ϕ and fE be as in
Theorem 3.1 and assume for simplicity χ = 0. Then, by (7.38),

EΦ(T̃λ)

λ
=
∞∑
m=0

λ−1rmfE
(
r−mλ

)
=

∞∑
m=−∞

fE
(
r−mλ

)
r−mλ

+R(λ), (C.1)

where

R(λ) = −
∞∑
k=1

fE
(
rkλ
)

rkλ
. (C.2)

The assumption (3.1) implies that the sum (C.2) converges, and

R(λ) = O
(
λ−ε

)
. (C.3)

Furthermore, the last sum in (C.1) equals H−1ψE(log λ), see (3.15). Hence,
the elementary calculation (C.1) yields (3.10) with the error term R(λ) =
O(λ−ε). In fact, in several examples in Section 4, fE(λ) decreases exponen-
tially as λ→∞, and then the same holds for R(λ).

In the special case of the size, treated in Section 4.1, (4.3) yields

R(λ) = −
∞∑
k=1

1− (1 + rkλ)e−r
kλ

rkλ
= − 1

r − 1
λ−1 +O

(
e−rλ

)
(C.4)

as λ→∞. Thus the error rate (C.3) (with ε = 1) is exact in this case.

C.2. The asymmetric periodic case. Suppose d = dp > 0; then there

exist positive integers κα such that − log pα = καd and thus pα = e−καd,
α ∈ A. Hence,

ρ(s) =
∑
α∈A

psα =
∑
α∈A

e−καds = Q
(
e−ds

)
, (C.5)

where Q is the polynomial Q(z) =
∑

α∈A z
κα of degree κ := maxκα. We

exclude the symmetric case in Section C.1; then κ ≥ 2. Denote the roots of
Q(w) = 1 by w1, . . . , wκ, with w1 = e−d > 0. Consider again Φ(T ) := |T |i,
the size. A standard inversion of the Mellin transform yields, see e.g. [8,
Lemma 6] (although there stated for the aperiodic case), or [16, Section
7.2],

EΦ(T̃λ)

λ
=
∑
zj

ajλ
zj−1 +O

(
λ−M

)
(C.6)
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for any M < ∞, where aj are some complex numbers and zj ranges over
the roots of ρ(zj) = 1. By (C.5), these roots are (changing the notation)

zk,` :=
− logwk

d
+

2πi

d
`, k ∈ {1, . . . , κ}, ` ∈ Z. (C.7)

The roots z1,` have Re z1,` = 1, and the corresponding terms in (C.6) yield
the periodic function H−1ψE(log λ) in (3.10). Similarly, the terms for zk,`
for a fixed k > 1 sum to λ−εkgk(log λ), where gk is a d-periodic function and

εk := 1− Re zk,0 = 1 + log |wk|/d, (C.8)

which necessarily satisfies εk > 0. Hence, if ε := min2≤k≤κ εk > 0, then
(C.6) yields (3.10) with an error term

R(λ) = O
(
λ−ε

)
. (C.9)

Furthermore, this is the exact order of the error term (for typical λ). Here,
ε > 0 depends on the probabilities (pα)α and may be arbitrarily small, even
in the binary case. This too is certainly known, but we do not know a
reference and give an example for completeness.

Example C.1. Consider the binary case, with p = (p, 1−p). In the periodic
case dp > 0, denote ε above by ε(p); in the aperiodic case let ε(p) = 0. Let
δ > 0.

Let p0 be any number with log(1−p0)/ log p0 irrational. Then there exist
roots s of ρ(s) = ps0 + (1 − p0)s = 1 with 1 − δ < Re s < 1, see e.g. [8], or
the proof of Theorem C.2 below. Let s0 be one such root. It follows from
the implicit function theorem that for every p sufficiently close to p0, there
exists s with ps + (1 − p)s = 1 and s so close to s0 that Re s ∈ (1 − δ, 1).
Hence, ε(p) ≤ 1−Re s < δ. We may here choose p such that log(1−p)/ log p
is rational. Consequently, the set of p such that dp > 0 and ε(p) < δ is dense
in (0, 1) for every δ > 0.

For a concrete example, let m ≥ 1 and let p = pm be the unique positive
root of p+p(m+1)/m = 1. It is not difficult to show that as m→∞, pm → 1

2
and ε(pm)→ 0. We omit the details. �

C.3. The aperiodic case. In the aperiodic case dp = 0 of Theorem 3.1,
(3.7) (or (3.10)) says that

EΦ(T̃λ)

λ
= χ+H−1f∗E(−1) +R(λ), (C.10)

where R(λ) = o(1) as λ→∞. As said above, it follows from Flajolet, Roux
and Vallée [8] that R(λ) typically tends to 0 very slowly. More precisely, we
have the following, for simplicity considering only the size.

Theorem C.2 (implicit in [8]). Assume dp = 0 and let Φ(T ) = |T |i, the
size of T . Then (C.10) holds (with χ = 0 and f∗E(−1) = 1) and there exist
C <∞ and arbitrarily large λ such that

|R(λ)| > exp
(
−C(log λ)(|A|−1)/(|A|+1)

)
. (C.11)
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Note that the lower bound in (C.11) is larger than λ−ε for any ε > 0 (and
large λ). Cf. the results in the periodic cases above.

Flajolet, Roux and Vallée [8] prove corresponding upper bounds, for most
but not all probability vectors (pα); see in particular [8, Theorem 4 and
Corollaries 1 and 2]. As said above, the lower bound in Theorem C.2 is only
implicit in [8]; a detailed proof seems to require some work, and since we do
not know any published proof, we give one below for completeness.

Remark C.3. It follows further from [8] that for special vectors (pα)α∈A,
even larger lower bounds hold; in fact, by considering the binary case with
log p0/ log p1 an irrational number that can be approximated extremely well
by rationals (a suitable Liouville number), we can make R(λ) converge ar-
bitrarily slowly to 0. �

We first prove a lemma.

Lemma C.4. Suppose that

h(x) =

∞∑
j=−∞

aje
ζjx, (C.12)

where the complex numbers aj and ζj = −sj + itj satisfy the following, for
some c > 0 and all j ∈ Z,

sj > 0, (C.13)

tj+1 − tj ≥ c, (C.14)

|aj | = e−Θ(|tj |)+O(1). (C.15)

Then there exists δ > 0 and C such that for every j with sj < δ and tj > 0,
there exists x with tj/(2sj) < x < 2tj/sj and |h(x)| > e−Ctj .

The same result holds for a one-sided sum h(x) =
∑∞

j=0 aje
ζjx.

Proof. In this proof Ci and ci denote positive constants that depend only
on c in (C.14) and the implicit constants in (C.15). Note first that (C.15)
and (C.14) imply ∑

k

|ak| ≤ C1. (C.16)

In particular, the sum (C.12) converges for every x ≥ 0.
We assume first that sj ≤ δ for every j, and treat then the general case.

Case 1: maxj sj ≤ δ ≤ 1. Consider a j with tj ≥ 1. Let Z ∼ N(0, 1) be a
standard normal random variable and define

µj := tj/sj ≥ tj/δ ≥ 1/δ, (C.17)

hj(x) := e−ζjxh(x) =
∑
k

ake
(ζk−ζj)x, (C.18)

Zj := µj + 2µ
1/2
j Z ∼ N

(
µj , 4µj

)
. (C.19)
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Note that the assumption sk ∈ [0, δ] and (C.16) imply that the sums (C.12)
and (C.18) converge for every real x, with

|hj(x)| ≤
∑
k

|ak|e(sj−sk)x ≤ C1e
δ|x|. (C.20)

In particular, hj(x) is defined for all real x. Furthermore, by (C.18),

Ehj(Zj) =
∑
k

ak E e(ζk−ζj)Zj =
∑
k

ak E e(ζk−ζj)µj+2µj(ζk−ζj)2

=:
∑
k

Ak, (C.21)

where we thus denote the terms in the sum by Ak. Note that Aj = aj , so,
by (C.15),

|Aj | = |aj | ≥ e−C2tj . (C.22)

For k 6= j, we note that (C.15) implies |ak| ≤ C3, and thus, by (C.21) and
(C.17),

|Ak| = |ak|e(sj−sk)µj+2µj(sj−sk)2−2µj(tj−tk)2 ≤ C3e
δµj+2µjδ

2−2µj |tj−tk|2

≤ eC4+3δµj−2µj |tj−tk|2 ≤ eC5δµj−2µj |tj−tk|2 . (C.23)

It follows from (C.14) that whenever j 6= k, we have |tj − tk| ≥ c|j − k| ≥ c.
Hence, if C6 := c2/2 and δ is small enough, then (C.23) implies

|Ak| ≤ eµj(C5δ−2c2|j−k|2) ≤ eµj(C5δ−c2−c2|j−k|2) ≤ e−C6µj−c2µj |j−k|2 . (C.24)

Recalling (C.17), we thus find that for δ small enough,∑
k 6=j
|Ak| ≤ C7e

−C6µj ≤ C7e
−(C6/δ)tj ≤ e−2C2tj . (C.25)

Combining (C.25) with (C.22) and (C.21), we find that for tj sufficiently
large, ∣∣Ehj(Zj)∣∣ ≥ |Aj | −∑

k 6=j
|Ak| ≥ 1

2 |aj | ≥ e
−(C2+1)tj . (C.26)

Next, let Ij := (1
2µj ,

3
2µj). By the Cauchy–Schwarz inequality, (C.20) and

a standard tail estimate for the normal distribution, if δ is small enough,∣∣E[hj(Zj)1{Zj /∈ Ij}]∣∣2 ≤ E
[
hj(Zj)

2
]
P
(
Zj /∈ Ij

)
≤ C2

1

(
E e2δZj + E e−2δZj

)
P
(
|Z| ≥ 1

4µ
1/2
j

)
≤ C8e

2δµj+8δ2µje−
1
32
µj ≤ C8e

− 1
64
µj ≤ C8e

− 1
64δ

tj . (C.27)

Hence, if δ is small enough, using tj ≥ 1 and (C.26),∣∣E[hj(Zj)1{Zj /∈ Ij}]∣∣ ≤ e−(C2+2)tj ≤ e−1|Ehj(Zj)|, (C.28)

and thus, using (C.26) again,∣∣E[hj(Zj)1{Zj ∈ Ij}]∣∣ ≥ 1
2 |Ehj(Zj)| ≥ e

−C9tj (C.29)
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Consequently, there exists xj ∈ Ij such that |hj(xj)| ≥ e−C9tj , and hence,

|h(xj)| = e−sjxj |hj(xj)| ≥ e−(3/2)tj |hj(xj)| ≥ e−C10tj . (C.30)

We have shown that there exist δ1 > 0 and T ≥ 1 such that if sk ≤ δ1

for every k, then the result (C.30) holds for every j with tj ≥ T . We ignore
temporarily the finite number of j with 0 < tj < T .

Case 2: The general case. Let δ1 and T ≥ 1 be as just said in Case 1. Let
Λ := {ζj} and consider the subsets Λ< := {ζj : sj ≤ δ1} and Λ> := {ζj :
sj > δ1}. Define the corresponding sums

h<(x) :=
∑
ζj∈Λ<

aje
ζjx, h>(x) :=

∑
ζj∈Λ>

aje
ζjx. (C.31)

We may assume that {ζj ∈ Λ< : tj > 0} is infinite, since otherwise we may
choose δ > 0 such that sj > δ for all j with tj > 0, and the result is trivial.

Then Case 1 applies to h< (after relabelling ζj). Hence, if δ ≤ δ1, for every
j with sj < δ and tj ≥ T , there exists xj such that tj/(2sj) < xj < 2tj/sj
and |h<(xj)| > e−C10tj . Furthermore, recalling (C.16), if δ is small enough,

|h>(xj)| ≤
∑
ζj∈Λ>

|aj |e−sjxj ≤ C1e
−δ1xj

≤ C1e
−(δ1/2sj)tj ≤ C1e

−(δ1/2δ)tj ≤ 1
2e
−C10tj , (C.32)

and consequently,

|h(xj)| ≥ |h<(xj)| − |h>(xj)| ≥ 1
2e
−C10tj ≥ e−(C10+1)tj . (C.33)

This shows the result for any j with sj < δ and tj ≥ T . By decreasing
δ, we may further assume that sj ≥ δ for each of the finitely many j with
0 < tj < T , and the result then holds for every j with sj < δ and tj > 0. �

Proof of Theorem C.2. Let r := |A|, the number of letters in the alphabet,
and assume without loss of generality that A = {1, . . . , r}.

By [8, Lemma 6], R(λ) in (C.10) can be written R(λ) = R1(λ) + R2(λ)
where for some small ε > 0, R2(λ) = O(λ−ε) and

R1(λ) =
∑
k

(1− zk)Γ(−zk)
ρ′(zk)

λzk−1, (C.34)

summing over the set {zk} of roots of ρ(z) = 1 satisfying 1− ε ≤ Re zk < 1.
Thus h(x) := R1(ex) is a function of the type in (C.12), with sj = 1−Re zj
and tj = Im zj , and (C.13)–(C.15) hold by results in [8].

We assume that dp = 0; thus, for any fixed k ∈ A at least one ratio
log p`/ log pk is irrational. By [12, Theorem 200], there exist infinitely many
positive integers q such that for some integers κ`∣∣∣q log p`

log pk
− κ`

∣∣∣ < q−1/(r−1), ` = 1, . . . , r. (C.35)

(Note that the case ` = k is trivial, so we really consider a vector of r − 1
elements.) In the terminology of [8] the approximation function fk(q) of the
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vector (log p`/ log pk)` satisfies fk(q) ≥ q1/(r−1) for infinitely many q. Let
(qj)

∞
1 be an increasing sequence of positive integers such that (C.35) holds

for each q = qj . Then the proof of [8, Theorem 2(ii)] shows that for each
sufficiently large qj , there exists a root zj = 1− sj + itj of ρ(zj) = 1 with

0 < sj ≤ C1q
−2/(r−1)
j , (C.36)

C2qj ≤ tj ≤ C3qj . (C.37)

We apply Lemma C.4 to the function h(x) and find, for sufficiently large
j, xj such that, using (C.36) and (C.37),

xj ≥
tj

2sj
≥ C4

tj

q
−2/(r−1)
j

≥ C5
tj

t
−2/(r−1)
j

= C5t
(r+1)/(r−1)
j (C.38)

and

|h(xj)| ≥ e−C6tj ≥ e−C7x
(r−1)/(r+1)
j . (C.39)

Let λj := exj . Since (C.36) implies sj → 0 and thus xj → ∞, we have
λj →∞. Furthermore, by (C.39),

|R1(λj)| = |h(xj)| ≥ e−C7x
(r−1)/(r+1)
j = e−C7(log λj)

(r−1)/(r+1)
. (C.40)

�
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