CYCLIC AND ALTERNATING U-STATISTICS

SVANTE JANSON

ABSTRACT. We define cyclic U-statistics as a variant of U-statistics based on
variables Xi,..., X, that are assumed to be cyclically ordered. We also define
alternating U -statistics where in the definition terms are summed with alternating
sings (in three different ways). Only U-statistics of order 2 are considered. The
definitions are inspired by special cases studied by Chebikin (2008) and Even-
Zohar (2017) for random permutations.

We show limit theorems similar to well-known results for standard U-statistics,
but with some differences between the different versions. In particular, we find
both “nondegenerate” normal limits and “degenerate” non-normal limits.

1. INTRODUCTION

U-statistics were introduced by Hoeffding [10] as statistics of the form
Un = Un(f) = Un(f; X1, X0) i= D f(Xiy, ., Xi) (1.1)

where m (the order of the U-statistic) and n are integers with 1 < m < n, the
sum is over all (n),, = n!/(n — m)! different m-tuples i1,...,, of distinct indices
in {1,...,n}, Xi,..., X, is a sequence of random variables taking values in some
measurable space X, and f : X" — R is a measurable function, called the kernel
of the U-statistic. (Hoeffding [10] and many later authors include in the definition
a normalization factor 1/(n),,; this is often convenient, but in the present paper
we choose to omit such factors in the definitions.) The random variables X; are
usually assumed to be independent and identically distributed (i.i.d.), and this will
be assumed in the present paper. We will also assume that the kernel f is square
integrable in the sense E | f(X1,..., X;)|? < oo, which we write as f € L? = L?(x™).

In the definition (1.1), the order of the variables X7, ..., X, does not matter; in
other words, the indices 1, ..., n are used for labelling but their order does not matter
and any other labels could be used. Another definition of U-statistics where the
order of the variables matters is obtained by summing only over increasing sequences
i <o <y

U =Un(f) =Un(f; X1, Xn) = Y f(Xips, X)) (1.2)

1N<-<im

Note that if f is symmetric, as is often assumed, the definitions (1.1) and (1.2)
differ only by an unimportant factor m!. In fact, U, in (1.1) remains the same if f
is replaced by its symmetrization; hence we may as well assume that f in (1.1) is
symmetric, and therefore (1.1) can be seen as a special case of the more general (1.2).
(Although many applications use only the symmetric version (1.1), or equivalently
(1.2) with a symmetric kernel f, there are also many applications that require the
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asymmetric version (1.2).) The literature on U-statistics and applications of them
is enormous, and we will in the sequel only give a few relevant references.

In the present paper we consider four modifications of the definitions above, de-
fined in the following two subsections. As in (1.1) and (1.2), we may include f and
the variables X; in the notation, but we often omit them when they are clear from
the context. Our main results are theorems on the asymptotic distribution of these
modifications, stated in Sections 4-6 and summarized for convenience in Section 7.
The results are similar to the well-known results for classical U-statistics, which we
state for comparison in Section 3, although the details in the limit theorems differ
between the different versions. In particular, in the classical case U,(f) there is a
well-known dichotomy of the kernels f into a nondegenerate case with variance of
order n and an asymptotically normal distribution, and a degenerate case with a
variance of order n? only and with a non-normal limit distribution; all but one of the
versions studied here exhibit the same two cases, but not necessarily for the same
kernels; however, for one version (Theorem 5.1) there is no “nondegenerate” case.
Furthermore, for some versions there is an exceptional third, futher degenerate and
almost trivial case, with variance of order n and again a normal limit distribution.
In the degenerate case, for all versions, the limit distribution can be expressed as
a (possibly infinite) linear combination of centred squares of independent standard
normal variables, where the coefficients are the eigenvalues of a certain integral op-
erator with kernel derived from the kernel f of the U-statistic, although again the
details differ between the differnt versions; see e.g. (3.6). (From an abstract point of
view, the limit distribution is a Wiener chaos of order 2, see e.g. [12, in particular
Theorem 6.1].)

Some simple examples are given in Section 8; this includes applications to the
writhe and alternating inversion number of a uniformly random permutation, pre-
viously defined and studied in [6] and [2]. These two examples were the inspiration
of the definitions and results in the present paper.

Some further results and open problems are given in Section 9.

Appendix A contains the proof of the well-known Theorem 3.1 for classical U-
statistics, included for completeness; we also reuse parts of the appendix in other
proofs. Appendix B collects some formulas for cumulants. Appendix C gives further
calculations for one example from Section 8.

As mentioned above, in the degenerate cases, the asymptotic distribution is de-
scribed by the eigenvalues of an integral operators. Consequently, some proofs and
most examples require finding such eigenvalues; this is straightforward in our cases,
but we include details for completeness.

1.1. Cyclic U-statistics. For this version, we regard the indices 1,...,n as circu-
larly ordered instead of linearly ordered. We regard the indices as elements of the
cyclic group Z,, = Z/nZ; we therefore assume again that Xi,..., X, are i.i.d. ran-
dom variables, and extend the notation to X; for all i € Z by X; := X; if i = j
(mod n) and j € {1,...,n}.

We consider only the case m = 2 and then define the cyclic U-statistic

Up=Un(f):= D, D, (X, Xiy)). (1.3)
i€Zn 1<j<n/2

Note that if we regard the elements of Z, as lying on a circle in the natural way,
then for any pair of distinct 4, j € Z,,, the sum (1.3) contains the term f(X;, X;) if
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the shortest path from i to j goes in the positive direction, and the term f(X;, X;) if
the shortest path goes in the negative direction; for even n, no terms f(X;, X;,, /2)
appears at all.

One example of a cyclic U-statistic appears in a paper by Even-Zohar [6] where
he studies the writhe of permutations and framed knots, see Example 8.5 for details.
In particular, [6] studies the writhe of a uniformly random permutation and finds
its asymptotic distribution. The writhe of a uniformly random permutation can
be written as a cyclic U-statistic (1.3) (see Example 8.5 again), and this example
is the motivation for the present paper, where we study general cyclic U-statistics
(assuming only that f € L?) and prove general limit theorems; in particular, this
gives an alternative proof of the limit theorem by Even-Zohar [6] (where the theorem
is proved by quite different methods).

Remark 1.1. If f(x,y) is a symmetric function, then we have

o Un, n is odd
Un = n/2 .
Un - Zi:l (Xz'> Xi+n/2) n 1s even,

where it is easily seen that the sum appearing for even n is asymptotically negligible.
(If f € L?, this sum has variance O(n) since its terms are i.i.d., while U, except in
trivial cases has variance of order at least n2.) Hence, we do not really obtain
anything new for symmetric f. The main interest seems to be in the opposite case,
when f is antisymmetric. We will in the sequel give special attention to the cases of
symmetric and antisymmetric kernels.

Note that every f may be decomposed as a sum of a symmetric and an antisym-
metric part; hence a U-statistic of order m = 2 (of any of the versions studied here)
can be written as a sum of a symmetric and an antisymmetric U-statistic; We will
see in Theorem 4.1 and Remark 4.4 that for the cyclic U-statistic U, the two parts
are asymptotically independent, and thus can be treated separately. However, for
the other U-statistics considered here, including the classical U,, this decomposition
is of limited value since the two parts typically are dependent, also asymptotically.
For an interesting example of this, largely taken from [14], see Example 8.2. A

(1.4)

Remark 1.2. A variation of the definition (1.3) is the more symmetrical

ﬁ;’(f):zz 2 f(XnXHj)—E Z f(Xi, Xij). (1.5)

1€7m 1<j<n/2 1€ln 1<j<n/2

However, replacing ¢ by ¢ + j in the second sum yields

Ui =Y Y (F(Xi, Xisj) — F(Xirj. X2)) = USlg), (1.6)

where g(z,y) := f(x,y) — f(y,z). Hence, cyclic U-statistics of the form (1.5) are
special cases of Uy, and therefore need not be considered further. Note that the
function ¢ arising here always is antisymmetric; conversely, if f is antisymmetric,
then (1.6) implies U (f) = (72(% f). Consequently, the version (75 is equivalent to
the special case of U, for antisymmetric kernels only. A

1.2. Alternating U-statistics. One of the results in [6] is that the writhe of a uni-
formly random permutation has the same distribution as the bi-alternating inversion
number, which is defined in [6] in analogy to the alternating inversion number defined
in [2], see Example 8.6; it is also shown in [6] that the alternating and bi-alternating
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inversion numbers of a uniformly random permutation, although similarly defined,
have quite different asymptotic distributions.

These numbers are defined as versions of the usual inversion number of a per-
mutation. It is well-known that the usual inversion number of a uniformly random
permutation can be written as a U-statistic. Again we study corresponding modifi-
cations of general U-statistics. We consider again only the case of order m = 2, so
that (1.2) becomes

Un=Un(f) = Y, f(Xi,X;). (1.7)

1<i<j<n

We then define the alternating U -statistics

Un_+ = Un_+(f> = Z (_1)i+1f(Xian)v (18)
1<i<j<n

U= =0 ()= > (D f(Xi, Xy), (1.9)
1<i<j<n

U,” =U, ()= ), ()X, X)) (1.10)
1<i<j<n

We also call U, ~ bi-alternating. (As in [6] for a special case, see Example 8.5.)
Remark 1.3. Define

fH@,y) = fy, ). (1.11)
Then, by replacing X; by X, 11_;, it follows that

Us(f) < DU (W (X1 Xngrg) = (D)™ > ()P F(Xe, X5)

I<i<jsn 1<k<t<n
= (=1)"U, " (f"). (1.12)

Consequently, up to a trivial change of sign and replacing f by f*, U,f~ is the same
as U, ¥, and thus it suffices to consider the latter. On the other hand, as noted in [6]
for the example in Example 8.6, we will see that U™~ in general is quite different. A

2. PRELIMINARIES

2.1. Some notation. We assume throughout that X, X, ... arei.i.d. random vari-
ables with values in some measurable space X', and let v be the common distribution
of X;. We let X denote any random variable with this distribution. Thus (X,v) is
a probability space, which we for simplicity also denote by X.

We define X := X x [0,1], where (as always below), [0,1] is equipped with the
Lebesgue measure /.

We assume also that f : X? — R is a given function such that f e L?(X?), i.e.,

EVMMEW=LXUmeM@®@<w- (2.1)

We define
o= ]Ef(Xl,Xg) (22)

We will mainly consider real-valued functions, but to apply functional analysis
it will sometimes be convenient to also consider complex-valued fuctions. When
it is necessary to distinguish them, we use L%(X ) for the complex Hilbert space
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of complex-valued functions g on X such that §, [g|*dv < o0, and L%(X) for the
subspace of real-valued functions (this is a real Hilbert space).

All functions are assumed to be measurable. We will sometimes omit “a.s.” or
“a.e.” when this is obvious.

For a function g : X x X — C, let T, denote the integral operator on L?*(X)
defined by

Typ(x) := L gz, ye(y)dv(y),  pe L*(X). (2.3)

We will only consider the case when g € L?(X x X); it is well-known that then, for
every h € L?(X), the integral in (2.3) converges for a.e. x and that Tyh € L?(X),
so that T, is well-defined, and furthermore that T, is a Hilbert—Schmidt operator
on L?(X), and thus in particular compact (and bounded). (See e.g. [3, Proposition
I1.4.7 and Exercise 1X.2.19].) We will also use the notation (2.3) for other measure
spaces, in particular X2 = X x X and X = X x [0,1].

Recall that a bounded operator T" on a Hilbert space H is self-adjoint (also called
Hermitian, or symmetric) if {Th, k) = {(h,Tk) for all h,k € H. It is easily seen that
if g is real-valued and symmetric (i.e., g(x,y) = g(y, x)), then T is self-adjoint.

Eigenvalues of operators are always counted with multiplicities; sets of eigenvalues
are thus in general really multisets.

We will occasionally also use tensor notation for functions and operators. If g
and h are (real- or complex-valued) functions defined on measure spaces ) and Z,
then g ® h denotes the function (y,z) — g(y)h(z) defined on Y x Z. It is well
known that if (¢a)aca and (¥5)gep are orthonormal bases in L?(Y) and L?(Z), then
(Yo ® ¥3)aca pes is an orthonormal basis in L2(Y x Z). If g € L*(Y x V), and
h e L?(Z x Z), then g ® h can be regarded as a kernel on Y x Z, and it is easily
seen that

Tyen(p @) = (T9) ® (Tny),  pe LX), ¢ e L*(2). (2.4)

We write also Ty ® T, := Tygn- (This is a special case of tensor products of linear
operators on Hilbert, or more general, spaces, but we have no need for the general
theory.) It follows from (2.4) that if ¢ is an eigenfunction of T, with eigenvalue A
and ¢ is an eigenfunction of Ty, with eigenvalue p, then ¢ ® 1) is an eigenfunction of
Ty ® T}, = Tygy with eigenvalue Ap.

For a function f on X x X, we define its symmetric and antisymmetric parts by,
recalling (1.11),

for=g3(f+f%  and  far=5(f - ) (2.5)

Thus f = fs + fa We also define (as another form of symmetrization) the symmetric
function f on X x X by (recall that X=X x [0,1])

7 f(l', y)7 t<u,
, 1), (v, = 2.6
F((.1), (o) {f(y,x), e (2:6)
(For completeness, we may define f((:v,t), (y,u)) := 0 when t = wu; this case has

measure 0 and is therefore irrelevant.) Note that, with 7 := v x ¢,

f @R 0@ w@)
XZ
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- j f F((@, 1), (4, 0) 2 dv(z) du(y) dt du
[0,1]2 J x2

[ | P a@amddc= [ e d@dae. @)
[0,1]2 Ja2 pe
In some cases (when studying U~" and U"~) we need also the corresponding
antisymmetric function on X x X defined by

F(@, 1), (y,u)) = {i(;(’i):;)’ z iZ’ (2.8)

For a real number x, we let |z| be z rounded down to the nearest integer. The
complex unit is denoted i. (This should not be confused with 4, often used to denote
indices.) 1{€} denotes the indicator function of an event £. The sign function sgn
is given by

1, z >0,
sgn(x) : =<0, x=0, (2.9)
-1, z<0.

We let —d>, -2, and 22 denote convergence of random variables in distribution,
in probability, and almost surely, respectively.

Given a sequence (ay)n, we let Y, = Or2(a,) mean that Y,, are random variables
such that ||V, |2 := (E[|Y.*])? = O(a,). Similarly, Y;, = oy2(a,) means that
|Yallz2 = o(an), in other words that Y,,/a, — 0 in L2

Unspecified limits are as n — c0.

2.2. Hoeffding’s decomposition. As said above, we assume f € L?(X?). The
basis of our work (as for many previous results for U-statistics) is the orthogonal
decomposition introduced (in the symmetric case) by Hoeffding [10]. In the case
m = 2 treated here, the orthogonal decomposition is:

F@,9) = fos + (@) + foly) + fra(o,y) (2.10)
where
fo = E (X1, X5) = f fay) dv(@)duly) =, (211)
XxX

fi(2) = E f(,X) — fi5 = L F (@ 9) dv(y) — fo. (2.12)
foly) = E f(X,9) — fy = L f (. y) dv(z) — £, (2.13)
fiole) = Fla,y) — fi(2) — o) — (2.14)

Equivalently, (2.12)—(2.14) can be written
fi(X1) =E[f(X1,X2) | X1] — E f(X1, X2), (2.15)
fo(X2) = E[f(X1,X2) | Xo] — E f(X1, X2), (2.16)

f12(X1, Xo) = f( X1, Xo) —E[f(X1,Xo) | Xi] —E[f(X1,X2) | Xo] + Ef(Xl,(Xz)-)
2.17
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Of course, (2.14) makes (2.10) trivial, but the point is that the four terms in the
sum in (2.10) are orthogonal in L?(X?), which is easily verified from the definitions
(2.11)~(2.17), which imply

E f1(X) = E f5(X) = 0, (2.18)
E fia(7, X) = E f12(X,y) = E f12(X1, X2) = 0. (2.19)
Lemma 2.1. Let (i,7) and (k,l) be two pairs of indices withi # j, k # 1, and {i,j} #

{k,1} (ie., (i,5) # (k1) and (i,7) # (I,k)). Then fi2(X;, X;) and fi12(Xy, X;) are
uncorrelated and thus E [ fi2(Xi, X;) fr2(Xy, Xi)] = 0.

Proof. A simple consequence of (2.19) and the standing assumption that (X;) are

iid. 0
Remark 2.2. If f is symmetric, then f; = f5, and furthermore, fi2 is symmetric.
On the other hand, if f is antisymmetric, then fg = 0, fi = —fo, and fi2 is
antisymmetric. AN

2.3. Three distributions. The limit distributions below will, apart from normal
distributions, be given by (possibly infinite) linear combinations of independent
copies of the following three random variables.

(i) If ¢ € N(0,1), then ¢? has a x2(1) = TI'(3,2) distribution. We will use the

centred variable (2 — 1, which has mean 0,2x’fariance
Var(¢? — 1) = 2, (2.20)
and characteristic function
EetC-D = e7i(1 —2it)" V2, teR. (2.21)
(ii) Lévy’s stochastic area, which we denote by 7, is the stochastic integral
1 1
n = Jo Bi(xz)dBy(x) — J;] By (x) dBy(z) (2.22)

where Bj(z) and By(z) are two independent Brownian motions. See e.g. [17],
[24], [21, Theorem II1.43 and its Corollary]. For us this background is not
important; we only need that the stochastic area is a random variable n with
the characteristic function

. 1
Ee" = teR. 2.23
¢ cosh(t)’ © (2:23)
The stochastic area has variance, from (2.22) or from (2.23),
Varn =1, (2.24)

and density m, —0 < T < 0.

(iii) Thirdly, we define ¥ by 9 := Sé Bi(z)dBy(x), i.e., “the first half of the sto-
chastic area (2.22)”. This random variable has the characteristic function, see
e.g. [24, (1)] (or as a consequence of the calculations in Example 8.2 and (2.31)
below).

1

Ee? = _—
cosh!'/2(t)

(2.25)

and hence variance

Vard = 3. (2.26)
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Remark 2.3. The characteristic function (2.23) of the difference of the two sto-
chastic integrals in (2.22) thus equals the product of their characteristic functions,
which both are (2.25); however, the two integrals are not independent. Their joint
characteristic function is given by, see [24, (1)],

E [exp (is Ll Bi(z) dBa(z) + it Ll Ba(z) dBl(x))]

_ (cosh2(5;t) + (iji)zsinﬁ(%_tf)_l/z. (2.27)

A

Remark 2.4. We will frequently use sums 2521 A-(¢2 — 1) where (\)f is a finite
or infinite sequence of real numbers with > A2 < o0, and ¢, € N(0,1) are inde-
pendent. Note that this sum converges in L? (and a.s.), and is thus well defined also
when R = co. Furthermore, it is easily seen from (2.21) that the sum Zle A (C2—1)
has a characteristic function whose square extends to a meromorphic function in the
complex plane with poles (counted with multiplicity) at the points 1/(2i)\,;) and
nowhere else. Thus the distribution of the sum determines the coefficients (\.)# (up
to order).

By the representations in Lemma 2.5 below, the same holds for sums Zle Ar Ty
and % \0,.

It follows also that the distribution of the sum is not normal, since its characteristic
function is not entire. This alternatively follows by the Lévy—Cramér theorem [4].

A

Obviously, if ¥ and ¥, are i.i.d. with the distribution (2.25), then ¥, + ¥ and
Y1 — U2 have the distribution (2.23). The following lemma shows further relations
between variables in (i)—(iii) above.

Lemma 2.5. let ( j € N(0,1) be independent. Then

0 0
~ 1 d 1
Y= = (2 1) = = (2 2 2.9
kz (2k — 1)7T(C’fvl )= 2 2k — )7 (G = Gia) (2:28)
=—o0 k=1
has the distribution of ¥ in (2.25), and
&1
~ L 2 2 2 2
= ;;1 m(% + G2~ Cis — i) (2.29)

has the distribution of the stochastic area n in (2.23).

Proof. All sums converge in L?, cf. Remark 2.4. We obtain the second equality (in
distribution) in (2.28) by combining in the first sum the terms for k& and 1 — k.
The difference C,il — Cl%g has the characteristic function, see (2.21),

Ee™Cha—%2) = (1 — 2it)"V2(1 + 2it) V2 = (1 + 4¢2)72, (2.30)

and consequently, ¥ has the characteristic function

w5 T 42 —1/2 _
}Eelt19 = H <1 + m) = (COSh(t)) 1/2, (231)
k=1
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where the last equality is well-known, see e.g. [20, (4.36.2)]. Since 7 4§+ where

¥’ is an independent copy of 5, it follows that 77 has the characteristic function
. L 1
Eell = (Ee)? = 2.32
c (Be™) cosh(t)’ (2:32)

which agrees with (2.23). O

Formulas for the cumulants of these variables are given in Appendix B.

3. BACKGROUND: CLASSICAL U-STATISTICS

As a background, we summarize in the following theorem some known result on the
asymptotic distribution of U-statistics of the standard type (1.2) in the special case
of order m = 2. The general case with arbitrary (fixed) m > 2 is similar with mainly
notational complications; the only essential difference is that degeneracies of higher
order may occur and then the limiting distributions are much more complicated
(although such cases are rarely seen in applications). We restrict ourselves to m = 2
because this is the case relevant for the cyclic and alternating U-statistics discussed
in the present paper, and also because it may be easier to see the general ideas in
this somewhat simpler case. (We do not know any reference where all these results
are collected and presented for the case m = 2.) For completeness, we give a proof
in Appendix A.

For further results and for the general case with arbitrary m, we refer to, for
example, [10; 11; 22; 5] for the symmetric case (1.1), and [12, Chapter 11.1-2] for the
general (asymmetric) case (1.2). For the strong law of large numbers, see Section 9.2.

In the theorem, note in particular the dichotomy between the nondegenerate case
with 02 > 0 and then variance of order n3 and asymptotically normal distribution
(see (ii)), and the degenerate case in (iii)—(v) with 0> = 0 and then variance of
smaller order n? and a non-normal limit distribution.

Theorem 3.1. With notations and assumptions as in Section 2, the following holds.
(i) We have

EUn(f) = (5)p (3.1)
and, as n — o0, we have the weak law of large numbers
1
@Un(f) — . (3.2)
2

(ii)) Asn — oo,
= VarlUn(f)] = 0% == LE A2 + B[R]+ E[AX) LX) (33)
and
w2 (Un(f) = (3)1) =5 N(0,07). (3.4)

Furthermore, 0® > 0 unless f1(X) = f2(X) =0 a.s.
(iii) If fi(X) = f2(X) =0 a.s., and thus 0® = 0, then

Var[U,(f)] = (g) Var[f(X1, X2)] = %nQ Var[f(X1, X2)] + O(n). (3.5)
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Moreover, there exists a finite or infinite sequence of real numbers (/\T){% such
that
4 R
nil (Un(f) - (g)ﬂ) > W = Z %)\T‘(CTQ‘ - 1)7 (36)
r=1

where ()F are independent standard normal variables. The coefficients (A
are the nonzero eigenvalues (with multiplicities) of the self-adjoint integral op-
erator T;_ on L2(X x [0,1],v x £) (where £ is Lebesgue measure) defined as

in (2.3) using (2.6). We have
R

VarW = § Y A2 = § Var[f(X1, X5)] < 0. (3.7)
r=1

(iv) In the special case of (iil) where furthermore f is symmetric, the coefficients
(M) in (3.6) are the nonzero eigenvalues (with multiplicities) of the self-
adjoint integral operator T¢_, on L*(X,v).

(v) In the special case of (iii) where furthermore f is antisymmetric, then also

Q+
U (f) =5 W= 3 N (3.8)
g=1

where (77(1)5’2+ are independent random variables with the stochastic area distri-

bution (2.23), and the coefficients ()‘?1)?+ are the positive numbers such that
the imaginary number i\] is an eigenvalue of the anti-self-adjoint operator Ty
on LA(X,v). We have

Q+
Var W = ) (A2)? = § Var[f(X1, X2)]. (3.9)
qg=1

As said above, the proof is given in Appendix A.

Remark 3.2. As a sanity check, we note that if f is symmetric, then the nonzero
cigenvalues of the operators T7  in (ili) and Ty_, in (iv) are the same, so the

conclusions agree. In fact, if f is symmetric, the (2.6) yields

F(z,t), (y,u) = fla,y). (3.10)

Letting 1 denote the function on [0, 1]? that is constant 1, we thus have, using the
tensor notation in (2.4), f = f ® 1 and consequently

T; =Ty @Th. (3.11)

T4 is the integral operator T g(t) = Sé g(u) du; this is the projection onto the constant
functions and has a single nonzero eigenvalue 1. Consequently, Tf =Ty ®T1 has
the same nonzero eigenvalues as Ty. (In this simple case, this can also easily be
seen directly from (3.10); the eigenfunctions of T' 7 with nonzero eigenvalues are the
functions of the form ¢(x,t) = ¢1(x) where ¢; is an eigenfunction of Ty with the
same eigenvalue.) A
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4. CycLIC U-STATISTICS

We next give the corresponding result for cyclic U-statistics.

Theorem 4.1. With notations and assumptions as in Section 2, the following holds
for the cyclic U-statistic US(f) in (1.3).

(1)

(i)

n

(iii)

We have
E[U; (/)] = nl§ln =%+ O), (4.1)
and, as n — o0, we have the weak law of large numbers
20 Lo (42)
Asn — o0,
“3Var[U2(f)] — o2 := %Var[fl(X) + f2(X)]
= 1EAE+ELEX)]+2E[f1(X)(X)])  (4.3)
and

n 2 (U() — a) 5 N(0.0%), (4.4)

Furthermore, 0% > 0 unless f1(X) + f2(X) =0 a.s.
If f1(X)+ f2(X) =0 a.s., and thus 0% = 0, then

Var[U,, (f)] = n| 5] Var[fi12(X1, X2)] = %n2 Var| f12(X1, X2)] + O(n). (4.5)

Moreover, there exist finite or infinite sequences of real numbers (Ai)f‘ and
(/\g)f2+ such that
. R Q+
n UL —E[UL()]) == W= Y 5A0(G = 1) + D) Ao (4.6)
qg=1

r=1

where ()F are standard normal variables and (7](])52+ have the stochastic area
distribution (2.23), and all are independent. The coefficients (\3)1 in (4.6) are
the nonzero eigenvalues (with multiplicities) of the self-adjoint integral operator
Tty on L2(X,v), where, recalling (2.5), fias := (fi2 + f{5)/2 is the symmetric
part of fio. Similarly, the coefficients (A;)?J“ are the positive numbers such
that the imaginary number i\j is an eigenvalue of the anti-self-adjoint operator
Tty on LA(X,v), where fi2a := (f12 — fi)/2 is the antisymmetric part of fia.
We have

R
D)% = Var[ fi25(X1, Xo)], (4.7)
r=1
Q+

(X3)? = 3 Var[ f12a(X1, X2)], (4.8)
q=1

and

R Q4+
Var W = 3 3 T(A)% + D (A2)? = § Var[ fia(X1, X3)]. (4.9)
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Proof. We start by closely following the proof in Appendix A of the corresponding
classical result for the usual U-statistics in Theorem 3.1.

Note that the cyclic U-statistic U5 in (1.3) is a sum of n|%| = $n? + O(n) terms.
This shows (4.1).

We substitute the decomposition (2.10) into the definition (1.3). Note that each
i € Zyn occurs in [§] terms in the double sum (1.3), and so does every value of
i1+ j € Zy. Hence,

Ualf) =B+ 5| D A0 + [ 5] D e+ Y Y finlXi, Xiwy).
i=1 i=1 i€Zn 1<j<n/2

(4.10)

Each of the first two sums is a sum of i.i.d. random variables with mean zero and finite
variance; hence these sums are O 2(n'/?), and the corresponding terms are O 2 (n%?).
Furthermore, the final double sum is a sum of O(n?) identically distributed terms
that are uncorrelated by Lemma 2.1 and have mean zero, and thus the double sum
is Or2(n) = o2 (n®?).

In the rest of the proof we replace f by f — p (which does not change fi, fa,
or fi2); hence we may and do assume without loss of generality that g = 0. Thus
E[UZ(f)] = 0 by (4.1).

(i) and (ii): By (4.10) and the comments after it,

n

n=32US(f) = n—3/2% Z (f1(X5) + f2(X3)) + or2(1). (4.11)
i=1

Since the variables X; are i.i.d., (4.11) implies immediately both (4.3) and, by the

classical central limit theorem (together with the Cramér—Slutsky theorem [8, The-

orem 5.11.4]), (4.4). Any of these implies (4.2), and (4.1) was proved above.

(iii): Since f1(X;) + f2(X;) = 0 a.s., the first two sums in (4.10) cancel. Hence,
using also our simplifying assumption p = 0, we now have Uy (f) = Uy (fi2), and we
may simplify the notation by assuming f = fi2. Then, Lemma 2.1 shows that (1.3)
is a sum of n|%| uncorrelated, identically distributed, terms, and (4.5) follows.

It will be convenient to consider even n, so we first note that for any n > 1, by

(1.3) and some bookkeeping,
n n 2n
Usns1(F) = Usu () + 2 F(Xi, Xivn) + ) f(Xons1, Xo) + Y F(Xi, Xops).
i=1 i=1 i=n+1
(4.12)
(As a check, note that the total number of terms is (2n+1)n in U, and 2n(n—1)
in U, and that every term in Us, appears also in Uy, ,;.) Each of the three sums
in (4.12) is, by Lemma 2.1, a sum of n uncorrelated variables, and it follows that
it is Op2(n'/?). Hence it suffices to prove (4.6) for even n; the case of odd n then
follows.
We consider thus Us,,, where we assume n > 2. Define

~

Xi = (Xi’Xi-i-n)a 1= 1, R N (413)

Then ()N(l)? is an i.i.d. sequence of random variables in X2. Define the function F
on X4 = X? x X2 by

F((x1,22), (y1,42)) := flx1,01) + f(y1, 22) + f(22,y2) + f(y2, 21). (4.14)
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It now follows from the definitions (1.3) and (1.2) that
Ugn(f) = Un(FQXla---a)?n)' (4'15)
Consequently, we may use the classical result Theorem 3.1 for the usual U-statistics,
applied to F' and (X;). Recall that we have f; = fo = 0 and that we have assumed
w = 0, which clearly implies also (using that (X;); are i.i.d.)
Fy =EF(X1,X2) = EF((X1, X2), (X3, X4)) = 0. (4.16)
Furthermore, (2.12) applied to F' yields, using (4.14),
Fl(l'l,l‘z) = EF((I‘l, 1‘2), (Xg,X4))
=E f(ZL‘l, Xg) +E f(Xg, :L‘Q) + E f(l’g, X4) +E f(X4, 1‘1)
= fi(x1) + fa(z2) + fi(x2) + fa(z1) =0 (4.17)

and similarly Fy(z1,22) = 0. (This follows also from (4.15) and (4.5), which show
that Var[U,(F)] = Var[Us,(f)] = O(n?), together with (3.3).)

Hence, Theorem 3.1(iii) applies, and shows that (3.6) holds for U, (F); it remains
to find the eigenvalues A, of Tz, where T is the integral operator on L2(X?% % [0,1])
with kernel, by (2.6) and (4.14),

ﬁ((xlax%t)? (ylay%u)) = (f(xlayl) + f(ylva) + f(:l:ZayQ) + f(yanl))l{t < u}
+ (fy, 1) + fla,y2) + fy2, 22) + [, y1))1{t > u}
((:Ub ) (ylau)) f((yb ) (ZL‘Q,U)) +f((x27 ) (y27u)) f((y27 ) (xlvu))

((1‘1, ) (ylau)) +f*((x27 ) (ybu)) f((x% ) (y2,u)) +f*((x17 ) (yQ,U))-
(4.18)

=
=7

We pause for a general observation on this type of kernels. Let

L3(X x [0,1]) := {h e LX(X % [0,1]) : f

h(z,t) dv(z) = 0 for ae. t € [0, 1]}
X

(4.19)

and let, for j = 1,2, M; be the subspace of L?(X x X x [0, 1]) consisting of functions
of the type g(z1,22,t) = h(zj,t) for some h e L3(X x [0,1]).
If g; € Mj for j = 1,2, then with obvious notation,

J g1(z1, z2,t)g2(w1, 22, t) dv(z1) dv(22) dt
X xXx[0,1]

= J hl(xl,t)h2($2,t) dl/(ﬂ?l)dy(l‘g) dt = 0. (420)
X xXx[0,1]

Thus M; and My are orthogonal subspaces of L2(X x X x [0,1]). Let M; ® M, by
their direct sum; this is also a subspace of L?(X x X x [0, 1]).

Lemma 4.2. Let i,j € {1,2}. Suppose that g is a function in Lz((X x X x |0, 1])2)

Of the fm"m g((l’]_,.’EQ,t), (91,3/2715)) = h(xl7yj7t7u) where SX h(x,y,t,u) d]/(ﬂf) =0
for a.e. y€ X and t,u € [0,1]. Then T, maps L*(X x X x [0,1]) into the subspace
M;. Furthermore, Ty maps M3_; to 0.

Proof. Simple consequences of the definitions and Fubini’s theorem. O
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To continue the proof of Theorem 4.1, we see from (4.18) that F is a sum of 8
terms, each of them of the type in Lemma 4.2. Hence, Tz maps L?(X x X x [0,1])
into M1@®M>, and thus all eigenfunctions for a nonzero eigenvalue belong to M@ M.
Hence, to find the nonzero eigenvalues, it suffices to consider the restriction of T’ to
My @ M.

Let 11 4+ 12 € My @ M>, with v; € M;, and let (with a minor abuse of notation)
1; denote also the corresponding function in Lg := LZ(X x [0,1]). Then, by (4.18)
and Lemma 4.2 (which also shows that some terms vanish),

Ti(r + o) (w1, 2, 1) = Tipn (w1, 1) + T (2, 1) + Tio(22, 1) + Triba(2, 1),
(4.21)

where the four terms on the right-hand side belong to M7, My, Ms, M, respectively.
Since 11 + 19 is an eigenfunction with eigenvalue A if and only if the left-hand side of
(4.21) equals A1 (z1,t) + Apa(x2, t), it follows by separating both sides of (4.21) into
their components in M; and Ms (or, equivalently, by separating terms depending on
x1 from terms depending on z3) that ¥; + 12 is an eigenfunction with eigenvalue
A # 0 if and only if

Txpy + Tma = Ay,
Tepr + Tppa = Mpa.
By adding and subtracting these equations, we obtain the equivalent system
Tr+Th + A1 + 19),
(Tp + T ) (1 + ¥2) = A(th1 + ¢2) (4.23)
(T~ T ) (41 —2) = A — ).

Let, for 0 # A € C and an operator T on a vector space, F(T') denote the eigenspace
{h : Th = Ah}. The map 1 + 19 — (1 + 12,11 — 12) is a bijection of My @ My
onto L§ x L§, and (4.23) shows that this bijection maps the eigenspace Ex(Tz) onto
E\(T o f*) @ E\(T [ f*) In particular, the dimensions agree, which shows that the
multiset of nonzero elgenvalues of T equals the union of the multisets of nonzero
eigenvalues of Tf L and T . We analyze these separately.

First, recalling (1.11) and (2 5), f+ f* = 2fs is symmetric, and thus, by (2.6),
f:?*(x,y,t,u) = Qﬁ(ac,y,t,u) = 2fs(x,y). Hence, the corresponding eigenvalues
are 2 times the eigenvalues A} of T,. (Cf. Remark 3.2.) The contribution from the
eigenvalues of Ts 7 to the limit (in distribution) (3.6) of n=1U,,(F) is thus

R R
Z R -1 =) (G-, (4.24)
r=1 r=1

On the other hand, f — f* = 2f, is antisymmetric. Its eigenvalues on the pos-
itive imaginary axis are (21)\2)?+, and thus it follows from Lemma A.2 that the
contribution from the eigenvalues of T7 7 to the limit (3.6) is

Z 2037,. (4.25)

It follows from (3.6) also that the contributions in (4.24) amd (4.25) are independent.
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Consequently, recalling (4.15), (3.6) for U, (F') implies that

R Q+
LU3,(f) = ~UW(F) 5 YI(G 1) 42 N, (4.26)
n n r=1 qg=1
This shows that 5-Us, (f) has the limit W in (4.6). In other words, (4.6) holds for
even n, which as said above implies the general case.
Finally, (4.7) follows from (A.28) applied to fs, and (4.8) follows from (A.37)
applied to f,. The first equality in (4.9) follows from (4.6); the second follows from

(4.7) and (4.8) since fs and f, are orthogonal. O

Remark 4.3. If f is symmetric, then we obtain the same asymptotic results for U
as in Theorem 3.1 for U,,. This is nothing new, since, as noted in Remark 1.1, in
this case U° = U, for odd n, and US = U,, + O2(n'/?) for even n.

On the other hand, if f is antisymmetric, then fa(z) = —fi(z), and thus U} is
always of the degenerate type, while U, is nondegenerate unless fi(z) = 0. In the
latter case, when f is antisymmetric and f = fi2, we again find the same asymptotic
results for U; and U, this time less obviously. A

Remark 4.4. Note that, rather surprisingly, (4.6) shows that in the degenerate case
(iii), the contributions to U, (f) from the symmetric and antisymmetric parts of f
decouple, so that W is a sum of two independent components. Equivalently, by the
Cramér-Wold device and applying the theorem to sfs + tf, for s,t € R, n = UZ(fs)
and n~1U2(f,) converge jointly in distribution to the two independent sums in (4.6).

There is no such decoupling for the standard U-statistic U,, or for any of the
alternating U-statistics, as will be seen in Example 8.2. Hence, the decoupling for
U, seems to be an effect of the larger (cyclical) symmetry of Uy. A

5. BI-ALTERNATING U-STATISTICS

We next give the corresponding result for the bi-alternating U-statistic U~~. The
result is similar to Theorems 3.1 and 4.1, but the alternating signs in the definition
(1.10) lead to cancellations and as a result there is no case corresponding to the
nondegenerate case for standard or cyclic U-statistics; the main case corresponds to
the degenerate case in the previous theorems. There is also a rather uninteresting
new case (v), included for completeness, with an even smaller variance O(n) and

U, = (f) reduced to a sum of i.i.d. variables.

Theorem 5.1. With notations and assumptions as in Section 2, the following holds
for the bi-alternating U -statistic U, ~(f) in (1.10).

(i) We have
E[U,;(N)] = =151k = O(n), (5.1)
and, as n — o0, we have the weak law of large numbers
I
— U~ (f) 2 0. (5.2)

(ii) We have
Var[U,,” (f)] = %nQ Var[ fi12(X1, X2)] + O(n). (5.3)
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Moreover, there exists a finite or infinite sequence of real numbers (/\T){% such

that
R
(U () —E[U;~(N)]) -5 W= Y (@ - 1) (5.4)
r=1

where (¢)1 are independent standard normal variables. The coefficients (\,)1
n (5.4) are the nonzero eigenvalues (with multiplicities) of the self-adjoint
integral operator Ts on L?(X x [0,1],v x £). We have

R
Var W =} Z L Var[ fia(X1, X2)]. (5.5)

(iii) In the special case of (ii) where furthermore f is symmetric, the coefficients
(A in (5.4) are the nonzero eigenvalues (with multiplicities) of the self-
adjoint integral operator Tf,, on L*(X,v).

(iv) In the special case of (ii) where furthermore f is antisymmetric, then also

U (f) S W= ZAwm (5.6)
q=1
where (nq)Q+ are independent random variables with the stochastic area distri-

bution (2.23), and the coefficients ()\2)?+ are the positive numbers such that
the imaginary number i\j is an eigenvalue of the anti-self-adjoint operator Ty,,

on LE(X,v). We have

Var W = %()\3)2 = L Var[f12(X1, X5)]. (5.7)
g=1
(v) If fi2 = 0, then
Var[Us,,~ (f)] = 2no? + O(1), (5.8)
Var[Us, 1 (f)] = 2n + 1)o2 + O(1), (5.9)
where

02 i= §(Var[ f1(X)] + Var[f2(X)]), (5.10)
02 := LVar[fi(X) + fo(X)]. (5.11)

Furthermore,
(2n) "2 (U5, () = E Uz, (1)]) -5 N(0,02), (5.12)
(2n+1)7 Uz () = E[U571 (N)]) =5 N(0,02). (5.13)

Proof. We follow the proofs of Theorems 3.1 and 4.1, with some differences. First,
(5.1) follows immediately from (1.10) and

n 7j—1 n
S = S =1 Y (1) = Y (~1)7 1 is even) = — [gJ (5.14)
=1

1<i<j<n j=1 j=1
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We substitute the decomposition (2.10) into the definition (1.10), and obtain by
simple calculations

U, (f) =E[U, (/)] = D, 1{n —iis odd} f1(X;) — )] 1{j is even} fo(X;)
i=1 j=1
+ > (D) fa(X, X). (5.15)

1<i<j<sn

Each of the first two sums is a sum of | %] i.i.d. random variables with mean zero and
finite variance; hence these sums are O2(n'/?). The final double sum is a sum of
(g) terms that are uncorrelated by Lemma 2.1 and have mean zero, and up to sign
have the same distribution; hence the double sum has variance (;) Var[ f12(X1, X2)].
It is also easily seen that the double sum is orthogonal to the two other sums, and
(5.3) follows.

The weak law of large numbers (5.2) is a consequence of (5.1) and (5.3).

(ii): As in the other proofs, we replace f by f — p. In the rest of the proof we
thus may assume that p = 0, and thus EU,;~ = 0. By (5.15), then

Uy~ (f) = Uy~ (fi2) + Opz2(n'/?), (5.16)

so it suffices to consider U~ (f12), and we may, without loss of generality, for (no-
tational) simplicity assume f = fio.
Again it will be convenient to consider even n, and we note that (1.10) implies

Usp1(f) = Uy, (f Z D F(XG, Xong) (5.17)

The sum in (5.17) is, by Lemma 2.1 and our assumption f = fi2, a sum of 2n
uncorrelated variables with means 0, and it follows that it is Oz2(n'/?). Hence it
suffices to prove (5.4) for even n.

We consider thus U,,~, where we assume n > 2. We now define (cf. (4.13) for the
cyclic U-statistic)

)?i = (XQi_l,XQZ')7 1= 1,...,7’1,. (518)
Again, ()NQ)? is an i.i.d. sequence of random variables in X2. We now define the

function F on X* = X2 x X2 by

F((x1,22), (y1,42)) := flx1,31) = fe1,42) — f(@2,01) + [ (22, 92), (5.19)
and it follows from the definitions (1.10) and (1.2) that

Uy (f) = Un(F; X1, X)) — Z f(Xaio1, X2i). (5.20)

The final sum in (5.20) is O72(n'/?), as a sum of n i.i.d. variables with zero mean,
and is thus negligible in (5.4). Consequently, we may use Theorem 3.1 for the usual
U-statistics, applied to F' and (X;). Recall that we have assumed f = fj5 and thus
f1 = fo = 0 = u, which clearly implies also
Fy =EF(X1,X2) = EF((X1, X2), (X3,X4)) = 0. (5.21)
Furthermore, (2.12)—(2.13) applied to F yield, similarly to (4.17),
Fl(ﬂj‘l, ZL‘Q) = F2(1E1,$2) = 0. (5.22)



18 SVANTE JANSON

(Again, this follows also from (5.20) and (5.3), which show that Var[U,(F)] = O(n?),
together with (3.3).)

Hence, Theorem 3.1(iii) applies, and shows that (3.6) holds for U, (F'). It remains
to find the eigenvalues A, of T}, where Tz now is the integral operator on L?(X? x
[0,1]) with kernel, by (2.6) and (5.19),

F((z1,22,1), (y1,y2,w)) = (f(z1,91) = F(@1,92) — [(@2,01) + [(22,92))1{t < u}
+ (fyr, 1) = flyr, 22) — fy2,21) + f(y2, 22)) 1{t > u}

= f((@1,1), (1, w)) = F(z1,8), (g2, w)) — F((22,1), (y1,w)) + F((22,2), (g2, ).
(5.23)

It follows again from Lemma 4.2 that T maps L*(X x X x [0,1]) into M, @ My,
and thus all eigenfunctions for a nonzero eigenvalue belong to My @ M.

Let ¢y 4+ ¢o € My @ Mo, with ¢; € Mj, and let again (with a minor abuse of
notation) v; denote also the corresponding function in L3 := L3(X x [0, 1]). Then,
by (5.23) and Lemma 4.2,

Tp(r + o) (21, 22,) = Tppr (w1, 8) — Tia(w1, 1) — Tyahr (w2, 1) + Tiypa(aa, t),
(5.24)
and it follows that 11 + 12 is an eigenfunction with eigenvalue A\ # 0 if and only if
Ty — Tppa = Ay,
—Tph1 + T2 = Mpa.

These equations imply A(¢; + 12) = 0, and thus 19 = —); furthermore in this case
the system simplifies to 2Tf1/}1 = A1. Hence, if the nonzero eigenvalues of Tf are

(5.25)

(Ar)ft, then the nonzero eigenvalues of Ty are (2\,){.
Consequently, (5.20) and Theorem 3.1(iii) applied to F' show that

1. 1 d & 2
~Us, () = —Un(F) +0p2(1) =5 ) Ae(GF = 1), (5.26)
r=1

This shows that 5-U,,~(f) has the limit W in (5.4). In other words, (5.4) holds for
even n, and thus in the general case.
The first equality in (5.5) follows from (5.4); the second follows from (A.28) applied

to fi2 together with (2.7) applied to fis.
(iii) and (iv): These follow from (ii) as in the proof of Theorem 3.1. Alternatively,

we may note that (ii) shows that 21U, ~(f) has the same limit (in distribution) as

LU, (f12), and thus (iii) and (iv) follow directly from the corresponding parts (iv)
and (v) in Theorem 3.1.
(v): When f12 =0 and p = 0, (5.15) simplifies to

n/2 n/2
U, (f)=— Z J1(Xog—1) — Z fa(Xox) (5.27)
k=1 k=1

when n is even, and

(n—1)/2
U, () == D, (filXx)+ fa(Xa)) (5.28)
k=1
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when n is odd. The summands in (5.27)—(5.28) are independent, and (5.8)—(5.9)
follow directly; furthermore, (5.12)—(5.13) follow from the central limit theorem. O

Remark 5.2. As noted above, there is for the bi-alternating U-statistic U, ~ no case
similar to the nondegenerate cases in Theorems 3.1 and 4.1 with a variance of order
n3. In fact, apart from (5.1) and (v), we can summarize Theorem 5.1 by saying that
(as noted in the proof above), 2U,~(f — p) has the same asymptotic distribution
as %Un( f12). However, these variables are not the same for finite n; in fact, they
are asymptotically uncorrelated, as is easily seen using Lemma 2.1. Moreover, they
converge to two independent copies of the same W; this may be seen by adapting
the method in the proof to show that for any constants s,t € R,

1 1 R R N
so Uy (f =)+t~ Un(fi2) = s; (G =)+ t;l (G =), (5:29)

where (., fr are independent standard normal variables. We omit the details. A
The following connection with U, was noted (and used) by [6] (in a special case).

Proposition 5.3. If f is antisymmetric, and n is odd, then

Us(f) £ U (f). (5.30)

Proof. More precisely, we show that
Uno(f; XQ, X4, PN ,Xgn) = Un__(XI; XQ, ceey Xn), (531)

where the indices are interpreted modulo n as in Section 4; then (5.30) follows since
(X;)7 are i.i.d. Note that since n is odd, i — 2i is a bijection of the index set Z,
onto itself; hence the left-hand side of (5.31) contains all variables X, ..., X, but
in different order.

It follows from the definitions, and the assumption that f is antisymmetric, that
both sides of (5.31) are sums containing () term of the type + f(X;, X;), one for each
unordered pair {7, j} with ¢ # j. We only have to verify that the signs agree. On the
left-hand side, we have one term f(X2;, Xo;42;) for every i € [n] and j € [(n —1)/2],
where [n] := {1,...,n}. Letting k¥ = 2¢ (mod n) and [ = 2(i + j) (mod n) be the
representatives with k, [ € [n], then either k <[ and [ — k = 2j is even, or | < k and
k —1 =mn — 2j is odd; conversely, every such pair (k,[) corresponds to a unique pair
(1,7) € [n] x[(n—1)/2]. Since f is antisymmetric, a term f(Xj, X;) with | < k equals
—f(X1, X&), and thus we see that the left-hand side of (5.30) contains f (X, X;) for
k <l with k — [ even, and (interchanging k and 1), — f(Xg, X;) for k <[ with k —
odd; this is the same as U, ~ in (1.10). O

Remark 5.4. Proposition 5.3 does not hold for even n, simply because U,, and U, ~
then are sums of different numbers of terms and thus, even when f = fio, they have in
general different variances (using Lemma 2.1). However, for antisymmetric f, (5.30)
holds approximatively with an error Oj2 (nl/ 2) also for even n as a consequence of
(4.12) and (5.17). Note also that (5.30) fails in general for symmetric f, even if f =
f12; for an example let f(z,y) := (r — p)(y — p) and X € Be(p) with % <p<l. A
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6. SINGLY ALTERNATING U-STATISTICS

We turn to U, ™ and U,;f ~ in (1.8)—(1.9). We note first that by arguing as in (4.12)
and (5.17), we see that

U ()= S COTAXLX) =Y (CDM (X, X) + O (n'2)

I<i<j<sn 2<i<j<n+1
d _
S U (f) + Op2(n*?). (6.1)

The error term will be negligible in most of our asymptotic results below; in par-
ticular, (6.1) implies that any distributional limit found for n=3/2U,+ or n= U, *
has to be symmetric. The same holds for U, ~ by the same argument, or by (1.12).
(Note that U,, U,, and U, ~ can have asymmetric asymptotic distributions, see
Example 8.1.)

Theorem 6.1. With notations and assumptions as in Section 2, the following holds.
(i) We have

E[UF(A)] = (0" |5 | (6.2)
(ii) Asn — o,
n= Var[UF~(f)] = 0® := 3 E[f2(X)?] (6.3)
and
Y (U ()~ E[U()]) - N(0.0%), (6.4)
(iii) If fo(X) =0 a.s., and thus 0 = 0, then
Var[U, = (f)] = g0 Var[ f12(X1, X2)] + O(n). (6.5)
Moreover, there exists a finite or infinite sequence of real numbers (/\T)fi such
that i
nT ) S B (D) 2 W= 3@ ), (6.6)

where (¢)1 are independent standard normal variables. The coefficients (A,
in (6.6) are the nonzero eigenvalues (with multiplicities) of the self-adjoint
operator on (L*(X x [0,1],v x £))? given in block form by

T T
1 f12 fiz | (6.7)
’ (‘TTB Tfﬁ)
We have
R
Var W = % Z 2= 1 Var[ f12(X1, Xo)] < 0. (6.8)
r=1

(iv) In the special case of (iii) where furthermore f is symmetric, then also

R
nH(UFT(F) —E[UF(N]) -5 W= Y A, (6.9)

r=1



CYCLIC AND ALTERNATING U-STATISTICS 21

where (9,)F are i.i.d. with the distribution (2.25), and the coefficients (\.)F
are the nonzero eigenvalues (with multiplicities) of the integral operator Ty on
L?(X,v). We have

R
VarW = 3 3° A% = § Var[ fi2(X1, X3)]. (6.10)
=1
(v) In the special case of (iii) where furthermore f is antisymmetric, then also
d Q+
n U (f) S W= Z AT (6.11)
qg=1

where (nq)Q+ are independent random variables with the stochastic area distri-

bution (2.23), and the coefficients ()\f‘l)?+ are the positive numbers such that
the imaginary number i\] is an eigenvalue of the anti-self-adjoint operator T
on LA(X,v). We have

Q4
VarW = > 1(A3)? = § Var[ fia( X1, X2)]. (6.12)
q=1
(vi) If fo = fi2 = 0, then

Var[U,; = (f)] = no? + O(1) (6.13)
where
= 5 Var[f1(X)]. (6.14)
Furthermore,
n U () ~ E[U7(£)]) == N (0, 09). (6.15)

Proof. We follow the proofs of Theorems 4.1 and 5.1, again with some differences;
we omit some details that are the same as above. First, (i) follows immediately from
(1.9) and

n n
PGS NI
I<i<jsn i=1j=i+1 =1

We substitute the decomposition (2.10) into the definition (1.9), and obtain by
simple calculations

M:

)" {n — i is odd} = (—1)" [gJ . (6.16)

n

U= (f) =E[U;7(H]+ (=)™ D, Hn =i is odd} f1(Xi) + Y (1) (5 — 1) fa(X;)
=1 7j=1
+ > (1) fa(X5, X). (6.17)

1<z<g<n

The first sum in (6.17) has variance O(n), the second has variance O(n3) and the
final (double) sum has variance O(n?).

As in the other proofs, we replace f by f — u. In the rest of the proof we thus
may assume that p = 0, and thus EU;~ = 0.

(ii): The first and third sums in (6.17) can be ignored, and the remaining second
sum is a sum of independent variables. Hence, a simple calculation yields (6.3), and
(6.4) follows by the central limit theorem.
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(iii): We obtain (6.5) from (6.17). For (6.6), it follows from (6.17) that it suffices
to consider U1~ (f12), and thus we may, without loss of generality, for simplicity
assume f = fio. Again it will be convenient to consider even n, and we note that

(since f = fi2) (1.9) implies

2n
Ugia(f) = U3 (f) — 2 f(Xi, Xopg1) =Us 7 (f) + O;2(n'?). (6.18)
i=1

Hence it suffices to prove (6.6) for even n. We consider thus Uy~ ( f), where we
assume n > 2. We use again the definition (5.18) of X, so that (X )1 is an i.i.d.
sequence of random variables in X2. We now define the functlon Fon X% = X% xX?
by

F((z1,22), (y1,92)) := —f(z1,91) + f(z1,92) = f(z2,91) + f(z2,92),  (6.19)
and it follows from the definitions (1.9) and (1.2) that

Ug (f) = Un(F; X1, X)) + D (X1, Xo)
izl

— Un(F; X1,..., X)) + Op2(n'/?). (6.20)
Consequently, we may use Theorem 3.1 applied to F' and ()?Z), we have again Fy =
Fy = F5 =0, so Theorem 3.1(iii) applies.
It remains to find the eigenvalues A, of the integral operator T on L2(X?% x[0,1])
which has kernel, by (6.19) and recalling both (2.6) and (2.8),
F((l‘l,l’Q,t), (y17y27u)) = (7f(l‘17y1) + f('IlayQ) - f('IZayl) + f(x27y2))1{t < U}
+ (= f(yr,21) + f(yr, 22) — f(y2, 21) + f(yo, 22)) 1{t > u}

= —f((1,1), (yr,w) + F((21, 1), (2, w)) — F(22, 1), (y1,0)) + f((22,t), <y2,1(%)él)

It follows again from Lemma 4.2 that T maps L*(X x X x [0,1]) into My @ My,
and thus all eigenfunctions for a nonzero eigenvalue belong to My @ M.

Let 1 + 1o € My @ M, with 1; € M;, and let again v; denote also the corre-
sponding function in L3(X x [0,1]). Then, by (6.21) and Lemma 4.2,

T + v2) (@1, 22, 1) = =Tpvn (w1, 8) + Tpa(a1, 1) — Ty (w2, t) + Tiea(w2, 1),
(6.22)
and it follows that 11 + 12 is an eigenfunction with eigenvalue A\ # 0 if and only if
~Tsr + T = M,
—Tphy + T2 = Mpa.

Hence the nonzero eigenvalues of T are the nonzero eigenvalues of the operator

(6.23)

~T5 Ty 2 P 2 ~
(_va Tf) on L§(X) x L§(X). These are the same as the nonzero eigenvalues on

L2(X) x L2(X), since both T and Ty map L2(X) into Li(x Y). (Cf. Lemma 4.2.) We
denote these eigenvalues by 2., as in the statement, and obtain by (6.20) and (3.6)

nTUST(f) = n T WUL(F; X0, .., X)) + 0p(1 Z A(C2—1), (6.24)
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which proves (6.6) for even n, and thus, by (6.18), in general.

Regard {1,2} as a measure space with mass 1 at each of the two points. Then,
the operator in (6.7) can be regarded as the operator Tg on L?(X x [0,1] x {1,2})
with kernel G given by the block form

Q=1 (:j; ;) . (6.25)

It follows that, using (2.7) and its counterpart for £

f(fx{l,g}) G = 4J P+ Jh |f|2=L2|f|2- (6.26)

Hence, (6.8) follows from (6.6) and (A.28).

(iv): Since f is symmetric and fo(X) = 0 a.s., we also have fi1(X) = 0 a.s., and
thus (since we assume p = 0) f = fi2. Furthermore, the definitions (2.6) and (2.8)
yield

f(('ra t)? (ya u)) = f(xa y)a (627)
(@), (v, w) = () sen(u — 1), (6.28)

Hence, if we define the symmetric function Hg on ([0, 1] x {1, 2})? by the block form

(). 0) = 5 (g ) tuebiase )
(6.29)

then we can regard the kernel G in (6.25) as the tensor product f® Hs in the natural
way, and thus

T = Tf X THS, (6.30)

where both T and Ty, are self-adjoint. It follows, by the same argument as in
the proof of Lemma A.2 in a similar case, that if Ty has the nonzero eigenvalues
{A\+ : 7 € R} and H, has the nonzero eigenvalues {ps : s € S}, then Tz has the nonzero
eigenvalues {\,ps : 7 € R,s € §}. The eigenvalues p; are given by Lemma 6.4 below.
Hence, the limit in (6.6) is

R 0 ) 2 R 0
W:T=1k_z:w 5)\7" (2]{3 ) C'rk 7;)‘7" :Z: 2k Crk )
3 A0 (6.31)
r=1

where ¢, are i.i.d. and by Lemma 2.5 have the distribution (2.25).
Finally, (6.10) follows from (6.9) and (2.26) together with (6.8).
(v): Since f is antisymmetric, we again see that fo(X) = 0 a.s. implies f1(X) =0
a.s., and thus f = f12. The definitions (2.6) and (2.8) now yield
F((@,1), (y,w) = f(x,y) sgn(u —t). (6.32)
F((@,1), (y,w) = fla,y). (6.33)
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Hence, if we now define the antisymmetric function H, on ([0, 1] x {1,2})? by the
block form

—sgn(u — t) 1

Ha ((tv Ck), (’U,, B)) = % ( -1 Sgn(u N t)) X t,u € [0, 1];(1,5 € {172}

(6.34)

then we have again (6.30), where now both Ty and Ty, are anti-self-adjoint, and
thus have imaginary eigenvalues. It follows that if T has the nonzero eigenvalues
{i\; : ¢ € Q} and H, has the nonzero eigenvalues {ips : s € S}, then Tg has
the nonzero eigenvalues {—)\;ps :q € Q,s € S}. The eigenvalues ip, are given by
Lemma 6.5 below. Hence, the limit in (6.6) is, cf. (6.31),

0
—1
_ / 2 _ . /
w=> ) )\qm( Se— 1) = Ay, (6.35)
q€Q k=—a0 q€Q
where (¥4)4c0 are i.i.d. and by Lemma 2.5 have the distribution (2.25). Furthermore,
since f is real, the nonzero eigenvalues of T} are symmetric with respect to the real

axis, and are thus (ii)\g)fjl. Hence, we can rewrite (6.35) as

Q+ Q+ Q+
W= Y130, — A20)) = D A2 — D) = Y Aamg, (6.36)
q=1 q=1 q=1

where all ¥, and 9, are i.i.d. with the distribution (2.25), and thus 7, := 9, — ¥} are
i.id. with the distribution (2.23) by (2.25), see also Lemma 2.5.

Finally, (6.12) follows from (6.11) and (2.24) together with (6.8).

(vi): Follows from (6.17) and the central limit theorem. O

Remark 6.2. As noted after (6.1), the limits in distribution in Theorem 6.1 have
to be symmetric random variables. This is obvious in (ii) and (iv)—(vi), but in
(iii), it implies that the set of eigenvalues (\)f has to be symmetric, i.e., (\.)F
equals (—\, ) up to order. This can also be seen from (6.7): the measure-preserving
bijection (z,y) — (y,Z) of X x X onto itself induces a unitary equivalence of the
operator (6.7) with its negative. As a consequence, the limit in (6.6) can also be

written

W= 3G =3, (6.37)
Ar>0
where ¢, , are independent standard normal variables. A

Theorem 6.3. With notations and assumptions as in Section 2, the following holds.
(i) We have
EU*(f) = | 5] m (6.38)

(i) All conclusions of Theorem 6.1(i1)~(vi) hold also for U~T(f) instead of Ut~ (f),
provided fo is replaced by fi and conversely.

Proof. This follows from (1.12) and Theorem 6.1 (applied to f*) together with the
following observations. First, fi = fo, f5 = fi1, and (f*)12 = (fi2)*. Secondly, the
factor (—1)™ in (1.12) does not matter in (ii), since the limits are symmetric, see
Remark 6.2. Thirdly, the operator (6.7) and its counterpart for fj5, are unitarily
equivalent and thus have the same eigenvalues, with the unitary equivalence induced
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by the measure-preserving bijection ((z,t), (y,u)) — ((y,1 — ), (z,1 —t)) of X2
onto itself, since

(@, 1), (w) = fra((y, 1= w), (2,1 = 1)) (6.39)

and similarly for ﬁ"2 and flg. ([l

Lemma 6.4. Let H be the symmetric function on ([0,1] x {1,2})? given by (6.29).
Then the eigenvalues of Tq,, all simple, are

2
+— k=1,2,3,.... 6.40
T 2k— D (6.40)

As a sanity check we note that if the eigenvalues in (6.40) are enumerated (\,){,

then

szi.ziil zlzf | H,|? (6.41)
oo k-1 (011 {1.2))?

since |Hs| = § and [0,1] x {1,2} has measure 2; this agrees with (A.28).

Proof. An eigenfunction of Ty, with eigenvalue A, is a pair (¢1, ¢2) of functions on
[0,1] such that

1 t 1
201 () = —J;) 1 (u) du — Jo w2 (u) du + J; o (u) du, (6.42)
t 1 1
2Apo(t) = L ©1(u) du —ft v1(u) du + L w2 (u) du. (6.43)

Suppose A # 0. It then follows, as in the proof of Lemma A.3, that 1 and o are
continuously differentiable, and differentiation yields

21 (t) = —2¢p2(t), (6.44)
22¢5(t) = 2¢1(t)- (6.45)
Let w:= 1/\. Then the system (6.44)—(6.45) becomes
@) = —wp2, (6.46)
P = wer. (6.47)
It follows that ¢/ = —w?p1, and thus, for some constants a and b, using also (6.46)
again,
©1(t) = acos(wt) + bsin(wt), (6.48)
w2(t) = asin(wt) — bcos(wt), (6.49)

Furthermore, taking ¢t = 0 in (6.42) and (6.43), and integrating using (6.44)—(6.45),

1 1
201(0) = 20¢2(0) = = | ()t + | eatt)

= —A(e2(1) = #2(0) = A1 (1) = ¢1(0))

which implies ¢1(0) = p2(0) and thus a = —b, and then ¢;1(1) + ¢2(1) = 0 and thus,
by adding (6.48) and (6.49),

(6.50)

cos(w) = 0. (6.51)
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Hence, for some k € Z,
w=(k+ 3. (6.52)

Conversely, it follows that for each such w, we obtain an eigenfunction with eigenvalue
A = 1/w by (6.48)—(6.49) with b = —a. This shows that eigenvalues are (6.40); we
see also that these eigenvalues are simple.

For completeness we note that 0 is not an eigenvalue, since (6.42)—(6.43) with
A = 0 imply that the right-hand sides do not depend on ¢, and thus 1 (t) = p2(t) =0
a.e. U

Lemma 6.5. Let H, be the antisymmetric function on ([0,1] x {1,2})? given by
(6.34). Then the eigenvalues of Ty,, all simple, are
2i

+ k=1,2,3,.... 6.53

T (2k—1)m’ T (6.53)
Proof. We argue as in the proof of Lemma 6.4. An eigenfunction of Ty,, with
eigenvalue \, is now a pair (1, p2) of functions on [0, 1] such that
1 1

201 (t) = L ©1(u) du —ft 1 (u) du + L w2 (u) du, (6.54)
1 t 1
20 (t) = —L o1 (u) du — L wa(u) du + L o (u) du. (6.55)

Suppose A # 0. It then follows, that 1 and @9 are continuously differentiable, and
differentiation yields

2201 (t) = 2¢1(1), (6.56)
2005 (1) = —2¢pa(t). (6.57)
Let w := —i/A. Then the system (6.56)—(6.57) becomes
@) = iwer, (6.58)
Py = —iwps. (6.59)
Thus, for some constants a and b,
©1(t) = ae*?, (6.60)
©o(t) = be Wt (6.61)

Furthermore, taking ¢t = 0 in (6.54) and (6.55), and integrating using (6.56)—(6.57),

1 1
201(0) = 20¢2(0) = = | ()t + | eatt)

= —Ap1(1) = ¢1(0)) = Aw2(1) — ¥2(0)), (6.62)
which implies first ¢1(0) = p2(0) and thus a = b, and then ¢1(1) + ¢2(1) = 0 and
thus, by adding (6.60) and (6.61),

2cos(w) = e + e = 0. (6.63)
Hence, for some k € Z,
w=(k+ ). (6.64)

Conversely, it follows that for each such w, we obtain an eigenfunction with eigenvalue
A = —i/w by (6.60)—(6.61) with b = a. This shows that eigenvalues are (6.53); we
see also that these eigenvalues are simple.
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By the same argument as in the proof of Lemma 6.4, 0 is not an eigenvalue. [J

Remark 6.6. Lemmas 6.4 and 6.5 show that the self-adjoint operators T, and
iTy, have the same eigenvalues, and thus are unitarily equivalent. Operators with
the same eigenvalues appear also in Example 8.2 and Lemma A.3 below. A uni-
tary equivalence between any two of these is given by mapping eigenfunctions to
eigenfunctions with the same eigenvalue but, in spite of the simple explicit forms of
the eigenfunctions found in the proofs (and the great similarties between the proofs
above and below), we do not see a simple explicit form of the unitary equivalences
except for the case of Lemma 6.4 and Example 8.2. A

7. A SHORT SUMMARY

Comparing Theorems 3.1, 4.1, 5.1, 6.1, and 6.3 we see strong similarities but
also differences. The nondegenerate cases are similar, with variances of order n?
and normal limits; the proofs show that in these case, the dominating terms are
linear combinations of fi(X;) and fo(X;), but the details differ because the linear
combinations that appear are different for the different U-statistics. For U~ and
U™~ this is due to partial cancellations caused by the alternating signs, and for U™~
this cancellation is (almost) complete so that the nondegenerate case does not occur
at all. The asymptotic variances in (3.3), (4.3), and (6.3) are in general different,
but note that in the special case when f is antisymmetric, and thus fo = —f;, and
further f; # 0, it follows that U,(f) and U~ (f) (and U, *(f)) have the same
asymptotic variance and thus the same asymptotic distribution, while U, (f) is of
the degenerate type, and has the same asymptotic distribution as U,; ~(f).

For the degenerate cases the general pattern is again similar, but details differ in
more subtle and nonobvious ways. To see this clearer, we collect in the corollaries
below the results for the degenerate case when f is symmetric or antisymmetric; we
further assume for simplicity f = fi9, i.e., u = 0 = f1 = fo, since the degenerate
cases always reduce to this case. Note that the variables fi2(X;, X;) are orthogonal
by Lemma 2.1; hence, when f = fio, alternating signs do not change the variance
of the U-statistic and do not cause any cancellation, although they may affect the
asymptotic distribution. We let ¢, € N(0,1), 14, and ¥, be independent copies of
the variables in Section 2.3.

Corollary 7.1. Suppose that f is symmetric and that f = fio. Let the nonzero
eigenvalues of Ty be (A)E. Then
R
NN (f) =S W= Y AN - 1), (7.1)
r=1

The same result holds for U, and U, ~. Furthermore,

R
nUFT(f) S W= Y A, (7.2)

r=1
The same result holds for U, .

The limit distributions in (7.1) and (7.2) are different by Remark 2.4 (unless f is
constant and thus both limits are 0).
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Corollary 7.2. Suppose that f is symmetric and that f = fio. Let the nonzero
eigenvalues of Ty with positive imaginary part be (i)\f])cngr. Then

Q4
_ d
n UL (f) =5 W= ) Ao, (7.3)
q=1

The same result holds for UL, U, ~, U=, and U, T.

Recall from Remark 5.2 that the fact that two of our U-statistics have the same
limit distribution does not imply that they converge jointly to the same random
variable. On the other hand, Remark 1.1 shows that this happens in the case of
Un(f) and US(f) for symmetric f. See further Section 9.1.

Consider now the general case f = fi2, without any symmetry assumption. In
this case, we have seen in Theorem 4.1(iii) and Remark 4.4 that the contributions to
U?(f) from the symmetric and antisymmetric parts are asymptotically independent;
hence the asymptotic distribution in the general case follows from the special cases
in Corollaries 7.1 and 7.2. However, as is shown in Example 8.2, this does not hold
for Uy, U, =, U=, or U, *.

8. EXAMPLES

Examples with nondegenerate, and thus normal, limits are straightforward, so
we concentrate on limits of the more complicated degenerate type. Again, we let
¢ € N(0,1), n, and 9, with or without subscripts, be independent copies of the
variables in Section 2.3.

Example 8.1. Consider first the simple example where f(z,y) = xy and X is
real-valued with finite variance ag( > 0. Let ux := EX. Then the Hoeffding
decomposition (2.10)—(2.14) is given by u = p3, fi(z) = fa(x) = px(r — px), and
fi2(z,y) = (x — px)(y — px). Hence, if ux # 0, we have the nondegenerate case
with variance of order n® and normal limits for U, UZ, U, *, and U,f ~. Recall that
U,,~ never has this behaviour; in this example Theorem 5.1(ii) shows that U ~(f)
has the same asymptotic distribution as U,; ~(fi2), which is equivalent to replacing
X by X — ux.
Suppose now that p1x = 0. The integral operator T is

Trg(z) = o f ya(y) dv(y) = 2E[Xg(X)]. (8.1)

This operator has a single nonzero eigenvalue ag( with eigenvector ¢(x) = x; hence
Theorem 3.1 yields

_ d
n U, -5 Lo%(* - 1), (8.2)

where ¢ € N(0,1). Theorems 4.1 and 5.1 yield the same result for U, and U, ~ (cf.
Remarks 1.1 and 5.2), while Theorems 6.1(iv) and 6.3 yield

n Ut -4 629 (8.3)

and the same for U, T, with ¢ as in (2.25). These results also follow from Corol-
lary 7.1. A
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Example 8.2. Let X = (£1,&) be a random vector in X = R?, with & and &
d

independent and both having variance 1 and symmetric distributions, i.e., §; = —¢;.
(For example, & and & may both be N(0,1), or uniformly distributed on +1.) Let
f((xl, x2), (a:'l,xé)) = 1175, (8.4)
Then, writing X,, = (§n1,&n2),
n J
Un(f)= Y €ubp=) &Y & (8.5)

1<i<j<n j=1 =1
Note that U, ~(f) is given by the same sum with ;o replaced by (—1)¢;2. Since

we assume (—1)7&;, 4 &jo2, and all &, are independent, it follows that U~ (f) has
the same distribution as U,(f). The same argument applies also to U, *(f), now
replacing &1 by (—1)°¢;1, and to U,, ~(f) (doing both). Thus, for any n > 1,

Un(f) U~ () U () S UTH). (8.6)
It is shown in [14, p. 83] that
1
n—uzxf>—i»ﬁ)Blu>d32a>=:ﬁ, (8.7)

where Bj,(t) are independent Brownian motions and thus 9 is as in Section 2.3. (This
is a consequence of (8.5) and Donsker’s theorem applied to Y,;" | &1 and Y7 &o;
see [14] for the nontrivial technical details.) By (8.6), we have the same asymptotic
distribution (8.7) for U, ~(f), U~ (f), and U, " (f).

We can also obtain this limit from Theorem 3.1(iii) (or Theorem 5.1(ii)) above;
note that u = f1 = fo = 0so f = fi2. It follows from the definitions (2.6) and (2.3)
that 77 is the integral operator on L?(R? x [0,1]) given by

t

1
Tfﬂp(l’l, x9, t) = L E [xlfgtp(fl, &9, u)] du + J E [§1$2¢(€1, &9, u)] du

0
1 t

=71 f E [&2p(&1, &2, u)| du + a2 L E[&p(&1, &, u)]du.  (8.8)
t

Consequently, an eigenfunction with a nonzero eigenvalue A has to be of the form
o(x1,x2,t) = 211 (t) + T212(t). Substitution in (8.8) then yields

1 ¢
AT (t) + )\xgwg(t) =1 L ¢2(u) du + x9 J;) (0 (u) du (89)
and thus
1 ¢
yin(®) = [ vatwydn ) = | n(wau (8.10)
Consequently,
() = —a(t),  My(t) = ¥ (t). (8.11)

It is easily seen that (8.11), with the boundary values ¥;(1) = 12(0) = 0 given by
(8.10), is solved by, with w := 1/,

Y1(t) = C cos(wt), 9(t) = C'sin(wt), (8.12)
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where we must have
cos(w) = 0. (8.13)

Hence w = (k + ), k € Z. The nonzero eigenvalues A = 1/w are thus {W ke
Z}, and (3.6) yields

o0
1
W Y e G (8.14)
=—®

which by Lemma 2.5 has the same distribution as ¥ in (2.25), which proves (8.7). As
noted above, we have the same limit (8.7) also for U, ~(f) and U,; " (f). In principle,
this can be shown as above from Theorem 6.1, but that would require studying the
more complicated integral operator (6.7).

Consider now the symmetric and antisymmetric parts; for convenience we consider

2fs((x1,22), (27, 25)) = w125 + 222, (8.15)
2fa((z1,22), (27, 2h)) = 2125 — o). (8.16)
Arguing as after (8.8) above, we see that it suffices to consider the subspace of linear
functions {ax1 + by; : a,be C} c L?C(X ,v). This subspace is two-dimensional, and
it is easy to see, in analogy to (8.8) but simpler, that in this subspace, T5y, and Tyy,

act by the matrices ({}) and (_01 (1)); the nonzero eigenvalues are thus +1 and +i,
respectively. Consequently, Theorem 3.1(iv) and (v) yield

20 U, (fo) = Un(2fs) -5 L2 = ¢D), (8.17)
MU, (fa) = nUn(2fs) -5 1. (8.1

8)
This was also shown in [14, p. 83], representing the limits as Sé Bi(t)dBa(t) £

So By (t)dBy(t) in analogy to (8.7) above. See also (2.27), which implies that if
we denote these limits in (8.17)—(8.18) by W and W, then, as noted in [14], their
joint characteristic function is

AN ()

E [exp(isWs + itW,)| = (coshz(t) s
In particular, (8.17)—(8.18) hold jointly, but the limits Wy and W, are not indepen-
dent.

By Corollary 7.1, (8.17) holds also for Uy (fs) and U, ~(fs), while, by (7.2),
U (f) S 0 —92 g (8.20)

and the same for U, " (fs). Similarly, by Corollary 7.2, (8.18) holds also for U;(fa),
U, (fa), UF=(fa), and U, " (fa). Note that (8.17) and (8.20) show that U, (fs) and
U5~ (fs) have different limits in distribution; in particular, (8.6) cannot be extended

to fs.
We have so far ignored U, (f), but armed with these results for f; and f,, we
obtain from (4.6) and Lemma 2.5

T UL(f) -5 WG - @)+ Ln

SHE-@)+ Y sy Gt e Ga-ch) B2

k=1
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This differs, by (2.28) and the uniqueness assertion in Remark 2.4, from the limit
¥ found in (8.6)-(8.7) for Uy, U, ~, U ~, and U, ". (Note that (8.21) contains
some coefficients that are rational, and some that are rational multiples of 1/7.) It
follows similarly that the decoupling of the contributions from the symmetric and
antisymmetric parts that is seen in Theorem 4.1(iii) is unique to US, and does not

n?

hold for the other U-statistics considered here. A

Remark 8.3. The formula (8.19) for the joint asymptotic distribution of U, (fs) and
Un(fa) can also be obtained from Theorem 3.1 applied to sfs+ tfa, see Appendix C.
U, ~(fs) and U, ~(fa) have the same joint asymptotic distribution, by the same
sign-change argument as for (8.6), but note that this argument does not apply to
U= (fs) and U, ~(fa), as is shown by (8.20). Theorem 6.1 applied to sfs+tfa shows
that U,F~(fs) and U,;f~(fa) have a joint asymptotic distribution, which in principle
can be found by arguments similar to Appendix C (but for the more complicated
operator (6.7)); we have not pursued this and leave it as an open problem A

Remark 8.4. In this paper, we generally assume that X1, ..., X, are i.i.d. random
variables. However, the definitions (1.1)—(1.3) and (1.7)—(1.10) make sense for any
deterministic or random sequence X1, ..., X,. One interesting instance of this is to
let o = (X1,...,X,) be a permutation of {1,...,n}. If further f(z,y) := 1{zx > y};
then U, (f; o) is the number of inversions in o; we will in the following two examples
consider the equivalent (and more symmetric)

f(z,y) :==sgn(x —y) = 21{x > y} — 1. (8.22)

We furthermore take o to be a uniformly random permutation in the symmet-
ric group &,. It is well-known that o can be constructed as the ranks of a se-
quence Xi,...,X, of i.i.d. random variables with, say, a uniform distribution on
[0,1]. Since f only cares about the order relations, it follows that then U,(f;o) =
Un(f; X1,...,Xn), and similary for the other U-statistics; hence we are back to the
case of i.i.d. X;. A

Example 8.5 (writhe). Even-Zohar [6] defines the writhe of a permutation o €
San 1 as, in our notation in Remark 8.4, U3, (f; o), where f(z,y) := sgn(x —y) as
in (8.22), and studied this in the case of a uniformly random permutation o € Gay, 1.
This was motivated by the study of a model for random knots; see [6] for details.
(Only permutations of odd lengths appear in this model.)

The main result of [6] finds the asymptotic distribution of the writhe as n — oo;
this is proved using the method of moments, together with a lengthy (but interesting)
combinatorial calculation of the moments. (The proof actually uses the equivalence
with U, ; in Proposition 5.3, which was given in [6] for this case; the moment
calculations there are done for U, ;.)

As said in Remark 8.4, the distribution of the writhe equals the distribution of
Uit (fi X1, ..., Xong1) where X; € U(0,1) are i.i.d. Consequently, we may apply
Theorem 4.1. The kernel (8.22) is alternating, and thus p = 0. Furthermore,

fi(z) = Efsgn(x — X)] = 2z — 1, (8.23)

fo(x) = —fi(x) =1 — 2z, (8.24)
fiz2(x,y) = sgn(x — y) — 2z + 2y, (8.25)

KOLLA!
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and we find Var[fi2(X1, X2)] = 3. We apply Theorem 4.1(iii), with fias = 0 and
fi2a = fi2, and it remains to find the eigenvalues of T, = T},. Note that the
eigenvalues of T are given in Lemma A.3, but here we consider T7,,.

Suppose that ¢ is an eigenfunction of T,, with eigenvalue iX. (All eigenvalues are

imaginary, since fio is antisymmetric.) Then

iAp(z) = f e(y) dy — f

T

1

1
o(y)dy — 2wJO o(y)dy + ZL yo(y) dy. (8.26)

Suppose that A # 0. It follows as in the proof of Lemma A.3 that ¢ is continuously
differentiable, and then
1

N (@) = 20(0) =2 | o)y (5.27)
Let w := —2/A. Then (8.27) implies ¢”(x) = iwy'(x), and thus
o(x) = Ae“® + B (8.28)

for some constants A and B. Simple calculus shows that then (8.26) holds if and
only if B = 0 and

ev =1, (8.29)
and thus
w = 27k, ke Z. (8.30)

Consequently, if w # 0 is as in (8.30), then €% is an eigenfunction with eigenvalue

i\ = —2i/w = —i/(rk), and the nonzero eigenvalues of Ty,, are {5 : 0 # k€ Z}. In

the notation of Theorem 4.1 we thus have (AZ)?* = ()%, and thus (4.6) yields

1 i o 1

-U,(f) — — ks 8.31

JUR) = 3 o (8:31)
where 7, are i.i.d. with the stochastic area distribution (2.23). This is equivalent to
the limit theorem in [6, Corollary 2] (there proved by the method of moments) with
the limit represented as in [6, Section 5.3]. For properties and other descriptions of
the limit, see [6]. A

Example 8.6 (alternating inversion number). We continue to consider uniformly
random permutations in &, as in Remark 8.4 and Example 8.5, using the kernel
fin (8.22). Let Xi,..., X, be iid. with X; € U[0,1] as in Remark 8.4. Then,
as noted above, U, (f;0) = U,(f; X1,...,X,) is, up to a trivial linear transforma-
tion, the classical inversion number, and Uy, (f;0) = U, (f; X1, ..., X,,) is the writhe
studied in [6]. Furthermore, [6] also defines the alternating inversion number as
U, " (f;0o) and the bi-alternating inversion number as U,;~(f;o). The alternating
inversion number U,, *(f; o) was (up to the same trivial linear transformation) ear-
lier introduced and studied by [2], who showed that it has the same distribution
as the “inversion number” U, (f;o). (This is easily seen by regarding the random
permutation o as a random linear order on [n], and constructing it recursively, by
inserting a new element n in a random position relative to the previous n — 1 ele-
ments; the number of new inversions is uniformly random in {0,...,n — 1}, and it
follows by induction that U, (f; o) and U,f~(f; o) have the same distribution. And
so has U, T(f; o) by (1.12) since these variables are symmetric.)
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As a consequence, U,f ~(f; o) and U, T (f; o) have the same asymptotic normal
distribution as U, (f; o). From the perspective of our theorems, this follows because
f is antisymmetric, as noted in Section 7.

In contrast, as shown by [6], the bi-alternating inversion number U,, ~(f; o) has
a different limit distribution, of the degenerate type. As noted above, [6] showed

that U, . (f; o) d Us,i1(f: o), which generalizes to Proposition 5.3; [6] also shows

Uy, (f;0) d Usyi1(f;0), which in contrast seems to be a very special property
for this f. As a consequence, the bi-alternating inversion number has the same
asymptotic distribution as the writhe in (8.31), which was found by different methods
in [6]. A

9. FURTHER RESULTS AND OPEN PROBLEMS

9.1. Joint convergence. We may also consider joint convergence of the different
U-statistics Uy, (f), Un(f), U, (f), U~ (f), and U, ~(f) for the same kernel f. In
the nondegenerate cases, this is straightforward, since the proofs above in all cases
approximate the U-statistic by a linear combination of f1(X;) and f2(X;), and the
central limit theorem implies that these linear combinations converge jointly (after
normalization by n=3/ 2) to some jointly normal limits.

Also in the degenerate cases, or when some U-statistics are nondegenerate and
some degenerate (and we thus normalize them differently), the methods above make
it in principle possible to study also asymptotic joint distributions of U,,, U=+, U™,
and U~ ", see Remark 5.2 for a simple example; furthermore, it seems possible to
include also U, by considering X, = (X2i—1, X2i; Xoi—14n/2, X2i4n/2) (for n divisible
by 4). We leave such extensions to the reader.

Note that in all results above showing convergence in distribution to some limit,
both in nondegenerate and degenerate cases, the theorems and proofs also show
convergence of first and second moments. Hence, if U/ and U/ denote two of the
U-statistics in this paper, and (77’1 and 0,’{ are the corresponding normalized vari-
ables, then the squares |U!|? and |U”|? are uniformly integrable, see e.g. [8, Theorem
5.5.9]. It follows, by the Cauchy—Schwarz inequality, that also the product f],/lf]r’{ is
uniformly integrable, and thus if U,, and Ur,{ have limits in distribution jointly, then
the covariance of their limits is the limit of their covariances. In particular, when
the limits are jointly normal, we can easily find their joint distribution.

In the case when both U}, and U}/ have limits of the degenerate type, and we
thus may replace f by fi2 (up to negligible terms), it follows easily from Lemma 2.1
that, except in the case (Up,U,,), the two different U-statistics have covariance of
order o(n?) because of cancellations caused by the alternating signs. Hence, except
for (Up,U,,), any joint limits have to be uncorrelated. (In particular, the two limits
cannot be the same random variable, unless they are 0.) We conjecture that, more
strongly, in these cases there is joint convergence to independent limits, but we leave
this as an open problem. On the other hand, (U,,U;) is different: if we further
assume that f is symmetric, then U, (f) — US(f) is negligible, see Remark 1.1, and
thus U, (f) and U, (f) jointly converge, after normalization, to the same limit.

9.2. Strong law of large numbers. We stated in (3.2) the weak law of large
numbers for classical U-statistics. There is also a well-known corresponding strong
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law of large numbers, see [11] (the symmetric case) and [13] (the general case):

1 a.s.
=~ Un(f) — p. 9.1
B (f) = (9-1)

This extends to the alternating U-statistics in the following, less interesting form:;
recall that by (5.1) and (6.2), the expectations are O(n).

Theorem 9.1. We have, as n — oo, for any f € L?,

1 N a.s.
ﬁUn (f) = 0. (9-2)
2
The same holds for U, " and U;~.

Proof. We treat U, ~; the same argument works for U, " and U, ~ with minor
modifications (and some simplifications). We use (6.17) and treat the terms on the
right-hand side separately. As just noted, the expectation E[U,~(f)] = O(n), so
the first term in (6.17) is o(n?). The second term has varianc O(n), and it follows
from Chebyshev’s inequality and the Borel-Cantelli lemma that it is o(n?) a.s. For
the third term, let
k

= Y (-1 fo X (9.3)

7j=1
and note that by the law of large numbers, applied to even and odd indices separately,
Si/k 220, i.e., Sg = o(k) a.s. Then the third term in (6.17) can be written

n j—1 n

DU (=1) fo( 2 Z Z (S, —S;) =o(n?) as. (9.4)
j=1li=1 i=1j=i+1 i=1

The double sum in (6.17) is U, (f12). For even n we use (6. 20) where the sum

again has variance O(n) and thus a.s. is o(n?), and U,(F)/(5) == 0 by (9.1) since

E[F(X1,X5)] = 0 by (6.19). Finally, for odd n, the result follows from (6.18), where
the sum again has variance O(n). O

Note that this argument does not work for Uy, since the definition (4.13) involves
n explicitly, and we therefore cannot apply (9.1) to U, (F'). Moreover, it is not clear
that it is interesting to study the sequence (U, (f)):"_; as a stochastic process, since

the point of the definition (1.3) of U, is that the indices are regarded as elements of
Z/nZ. Nevertheless, out of mathematical curiosity, we might ask:

Problem 9.2. Does (9.1) hold for US(f)?

9.3. Functional limit theorems. As another aspect of regarding the sequence
(Un(f))y_, and its variants as stochastic processes, we may ask for functional limit
theorems of Donsker-type. For the classical U-statistic Uy, (f), it is known that,
extending (3.4), n~1/? (U[ntJ( f)— %2t2u), regarded as a stochastic process with con-
tinuous parameter ¢ > 0, converges in D[0,00), as n — 00, to a continuous centred
Gaussian process; similarly, in the degenerate case, n=! (U int) (f) = E[Uppy (f )]) con-
verges to a continuous process whose marginals are of the type (3.6); see e.g. [18],
[19], [9], [12, Remark 11.11] (the symmetric case); [14, p. 83], [12, Remarks 11.11
and 11.25], [13, Theorem 3.2] (the general case). It seems likely that this too extends
to the alternating U-statistics by arguing using (5.20) and (6.20), but we have not
checked the details and leave this to the reader.
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As in Section 9.2, and for the same reason, this argument does not apply to U,;
moreover, it seems less interesting to consider functional limit theorems for U,,.

9.4. Moment convergence. As noted in Section 9.1, in all results above showing
convergence in distribution, we also have convergence of first and second moments.

For higher moments, it is known that for the classical normal limit in (3.4), and
any p € (2,00), all moments and absolute moments of order < p converge provided
E|f(X1,X2)P < o0, see [13, Theorem 3.15]. It seems likely that this extends to the
cyclic and alternating U-statistics considered here, using the methods in the proofs
above, but we have not checked the details and leave this to the reader.

We conjecture that there also is a similar result showing moment convergence in
the degenerate cases, but in this case we are not even aware of a general result for
the classical U-statistic and moment convergence in (3.6).

APPENDIX A. PROOF OF THEOREM 3.1

We give here a proof of Theorem 3.1, which contains some known result on the
asymptotic distribution of U-statistics of the standard type (1.2) in the special case
of order m = 2. We give a proof for completeness, and because we reuse parts of it
for other proofs; we also find it instructive to give complete proofs in the case m = 2,
which avoids some minor complications for larger m. For previous proofs and for
the general case with arbitrary m, see, for example, [10; 7; 22; 5] for the symmetric
case, and [12, Chapter 11.1-2] for the general (asymmetric) case.

Proof of Theorem 3.1. To prove Theorem 3.1, we note first that (3.1) is immediate
from the definitions (1.2) and (2.2).
We have, by (1.2) and (2.10),

Un(f) = D, f(X:,X))

1<i<j<n
= f@+2 n—i)fi(X)+ Y- D)+ D, fu(Xi X))
=1 7j=1 I<i<j<n
=859 1 g1 4 5@ 4 gU12), (A.1)
Here 57(1@) = (g)u =EU,(f). In the sequel, we may replace f by f—p; this does not

affect fi, f2, or fi2. (Note also that when f is antisymmetric, p = E f(X;, Xo) =
—E f(X9,X1) = —p and thus = 0 so f — p = f is still antisymmetric.) We may
thus without loss of generality assume that p = 0, and hence EU,,(f) = 0.

We next study the variances of the sums in (A.1). The random vectors ( f1(X;), f2(X;))
are i.i.d., with mean 0 and finite second moments. Hence,
Var[SV] = D" (n—i)? Var[f1(X)] ~ 1n® Var[f1(X)], (A.2)
i=1
Var[SP)] = Y1 — 1)* Var[f2(X)] ~ 1n® Var[ f2(X)], (A.3)

<.
Il
—_

I

~
Il
—

Cov[S(V, 5]

n

(n —14)(i — 1) Cov[f1(X), f2(X)]
~ 03 Cov[f1(X), fo(X)]. (A.4)
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Consequently, recalling (3.3),
Var[S{Y + 512] = n® (3 Var[f1(X)] + § Var[f2(X)] + § Cov[f1(X), f2(X)] + o(1))
=n’(0® + o(1)). (A.5)

Turning to 5’1(112), we note that the terms flg(Xz‘,Xj) are identically distributed

and have mean 0, and that they are orthogonal; this follows from (2.17), which
implies that E [flg(Xl,XQ) | Xl] =E [flg(Xl,XQ) | X2] = 0, and thus, for example,
E [f12(X1, X2) fi2(X1, X3)] = E [E [f12(X1, X2) | X1] E [f12(X1, X3) | X1]]
= 0. (A.6)
Consequently,
Var[S8?] = >0 Var[fi2(Xi, X;)] = () Var[f2(X1, X2)]. (A.7)
1<i<j<n

The variance of S’T(Lu) is thus O(n?), while 5’79) + 57(12) typically has a larger variance

of order n®. Hence, the sum (A.1) is dominated by 57(11) + 57(12), except in the case that
0? = 0 when these terms vanish (as we will see below), and therefore (A.1) reduces to

S$'?). This is the reason for the two different cases (i) and (iii) in Theorem 3.1; the
generic case (ii), i.e., assuming o2 > 0, the nondegenerate case, and the degenerate
case (iii) with 02 = 0. We treat these cases separately below, after completing the
proof of (i).

(i): We have already shown (3.1). Furthermore, (A.5) and (A.7) imply

Var[Un(f)] = O(n®), (A.8)
and thus (3.2) follows. (Actually, with convergence in L2.)

(ii): We apply the standard central limit theorem for triangular arrays (see for
example [8, Theorem 7.2.4] or [15, Theorem 5.12]) to 57(11) + S,(f). It is easily verified
that the triangular arrays (n=%2(n—1) fi (Xi))z‘gn and (n=3/2(i— 1)f2<Xi))z<n satisfy
the Lindeberg condition, and thus so does the summed array (n*3/2((n —i)f1(X5) +
(1—1) fg(Xi)))i <,- Consequently, the central limit theorem yields, using (A.5),

n~¥2(80 + 8?) -5 N(0,02). (A.9)
(If 02 = 0 then (A.9) still holds, as a trivial consequence of (A.5).) Furthermore,
as noted above, (A.7) implies that Var[n_3/257(112)] =n3 Var[S§L12)] — 0, and thus
n=328{1% 2, . Hence, (3.4) follows from (A.9) and (A.1) by the Cramér—Slutsky
theorem [8, Theorem 5.11.4].
Finally, (3.3) can be written
307 = E[(f1(X) + 3./2(X))’] +  E[f2(X)?], (A.10)
which implies that 0 = 0 if and only if fi(X) = f2(X) = 0 a.s., which completes
the proof for the nondegenerate case (ii).

We turn to the degenerate case o2 = 0 in (iii)—~(v). In this case we thus have
f1(X;) = f2(Xi) = 0 a.s., and consequently stV =5 =0 and, by (A.1) again,

Un(f) = S, (A.11)

We first treat the symmetric case (iv).
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(iv): We apply Lemma A.1 below, noting that (A.29) holds by (2.12) and the
assumption that fi(X) = 0 a.s. (and our simplifying assumption fz = p = 0 in
this proof). This shows that f(x,y) = fi2(x,y) has an orthogonal expansion (A.27),
for some R < o0 and some orthonormal sequence of functions ¢, € L%(X), which
furthermore satisfy (A.30), which is equivalent to E ¢,(X) = 0. The orthonormality
means that

E[or(X)pq(X)] = L pr(2)pq(2) dv(z) = brq. (A.12)

In other words, (¢,(X))¥ is a sequence of uncorrelated random variables with mean
0 and variance 1.

Suppose first that R < o0, so that the sum (A.27) is finite. Then (1.2), the
symmetry of f, and (A.27) yield

2U,(f) =2 Z f(Xi, X;) = Z f(Xi, X5) — Z (X, Xy)
1<i<j<n 2,0=1 =1
n Ij% ’ n R
= Z Z )\rSOT(Xi)QOT(Xj) - Z Z )\r(PT(Xi)Q
ij=1r=1 i—1r=1

-3 (S o) - Sen) (A13)
r=1 ' i=1907. Z 7;=1SDT Z . .

Now let n — 0. By the law of large numbers, for each r,
n
n ! Y e (X0)? LS E e (X)7] = 1. (A.14)
i=1

Furthermore, by the central limit theorem, since E [¢,(X)] = 0 and E [¢,.(X)?] =1
as remarked above,

2 o (X s e N(O, 1), (A.15)
=1

Moreover, since the variables ¢, (X) are uncorrelated, the limit in (A.15) holds jointly
for all » < R, with the limits (, uncorrelated and thus independent. Combining
(A.13)—(A.15) yields

R n 9 n
27U (f) = Y A ((n—m D (X)) —nt Y sor(Xi)2>
r=1 i=1 i=1
R

5 YA (E-1). (A.16)

r=1

This proves (3.6) when R < c0.
If R = o0, let, for N e N,

N
I, y) =) Arpr(@)r (y). (A.17)
r=1
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Then the case just proven applies to fu, and thus, for each fixed N < o0, as n — o0,
o~ UL (fn) = 2 (G2 —1). (A.18)

As N — oo, the right-hand side converges to 27:1 T(CT — 1) in L? and a.s., and in
particular in distribution. Furthermore, by (A.7) applied to U, (f — fn),

E[(Un(f) = Un(fn))?] = Var[Un(f = fn)] = (3) Var((f = fn)(X1, X2))

-6, (3 Mr@)en(®) do(e) dviy)

N+1
) YA (A.19)
N+1
Hence,
E[(n'Un(f) — n ' Un(fn))? Z A2 0 (A.20)

N+1
as N — oo, uniformly in n. The result (3.6) now follows from (A.18) and (A.20), see

e.g. [1, Theorem 4.2].
Finally, by (3.6) and (2.20),

R R
VarW = > (3A) Var(2 — 1) = L Y a2 (A.21)
r=1 r=1
and thus (3.7) holds by (A.28) in Lemma A.1.

(iii): Now consider the general degenerate case, where fi; = fo = 0, and further as
above without loss of generality fz = p = 0, but no symmetry assumption is made.
We use the following trick to reduce to the symmetric case. (See [12, Remark 11.21]
for the case of general order m.)

Let (Z;){ be an i.i.d. sequence of random variables, independent of (X;){°, with
each Z; uniformly distributed on [0, 1]. Consider the random variables X = (Xi, Z;)
in X := X x [0, 1] and define the function f X2 — R by (2.6). Note that this
definition makes f a symmetric function on X xX. Furthermore, if we condition on
the sequence (Z;)7, and assume as we may that Z1,...,Z, are d1st1nct then, letting
7 be the permutation of {1,...,n} that makes Zﬂ(l) < < Znn)s

Un(f; le R Xn) = Un(fa )2’71'(1)7 v 7)/571'(11)) = Un(fa X7r(1)7 s ’Xw(n))7 (A22)

where the first equality holds by the symmetry of f and the second by the definitions
of f (in (2.6)) and m. Consequently, conditioned on (Z;)} we have

Un(Fi X1, X0) L UL X0, X)), (A.23)

and hence (A.23) holds also unconditionally. The result now follows from (iv) applied

to f and ()A(Z)ﬁo, note that this case applies since the definition (2.6) implies that,
with definitions analogous to (2.11)—(2.14),

f@ = J J f((a:,t), (y,u)) dv(z) dv(y) dt du = p = 0, (A.24)
[0,1]2 Jx2
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~

Fuet) - J P ), (4, 0)) dv(y) du = {fl("”)’ b= “} ~0 (A.25)

X fo(z), t>u

and, by symmetry, ﬁ(:v,t) = fl(:ﬂ,t) = 0. Furthermore, (3.7) for f follows from the
same formula for f, since (2.7) shows that Var[f()’(\'l,)?g)] = Var[f (X1, X2)].

(v): This is proved directly in [14, Theorem 2.1] by different methods, relating
U, in the asymmetric case to the stochastic area process. We give here a different
proof, by combining the general result in (iii) with Lemma A.2 below, which finds
the eigenvalues A, of T'; and shows that the limit variable W' := Zil IN(EZ-1)

in (3.6) also has the representation (3.8). The formula (3.9) follows from (3.7) and

(A.37). O
Lemma A.1. If f e L?(X x X) is real and symmetric, then Ty defined by (2.3),
i.e.,

Tyae) = | f(an)atu) avta). (A26)

is a self-adjoint Hilbert-Schmidt operator on L%(X). Hence Ty is compact and has
thus at most countably many nonzero eigenvalues, each of them real and each having
a finite-dimensional eigenspace. Let (\-)E | (where 0 < R < o) be an enumeration
of the nonzero eigenvalues (with multiplicities) of Ty. It is then possible to find
a corresponding orthonormal sequence of real-valued eigenfunctions (o, )i € L% (X)
such that T, = Ay for every r.

For any such (\)T and (o)1, f(x,y) has a (finite or infinite) orthogonal expan-
sion

R
flz,y) = 21 Mrpr(2)r(y) (A.27)
which converges in L*(X?) because _
i)\% = JXQ f(z,y)? dv(z) dv(y) < . (A.28)
Moreover, if T
j flz,y)dv(z) =0, forv-a.e. ye X, (A.29)
then i
B or(z)dv(z) =0, for every r < R. (A.30)
Here and below, r < R should be interpreted as r < oo when R = 0.

Proof. Since f € L*(X?), (A.26) defines a bounded and compact linear operator
Ty on L(%(X ); furthermore, T is a Hilbert-Schmidt operator. Since furthermore f
is real and symmetric, Ty is a self-adjoint operator. By the spectral theorem for
compact and self-adjoint linear operators on a Hilbert space (see e.g. [16, Theorem
28.3] or [23, Theorem 6.4-B]), Ty has a finite or countably infinite set of nonzero
eigenvalues, each with finite multiplicity, so we may arrange the nonzero eigenvalues,
with multiplicities, in a sequence ()\T){% with R < o0; we denote the index set also
by R := {r € N: r < R}. Moreover, the eigenvalues A, are real, and there exists
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a corresponding orthonormal sequence of eigenfunctions (go,«){%, and this may be
extended to an orthonormal basis (¢,),eron Where N is a disjoint (possibly empty)
index set such that Ty (p,) = 0 for every r € N, i.e., each ¢, is an eigenfunction also
for r € N, with eigenvalue A\, := 0 when r € N.

Furthermore, since f is real, we may choose all ¢, to be in LZ(X). (By [23,
Theorem 6.4-B] applied to L%(X), or by noting that since also the eigenvalues are
real, the real and imaginary parts of any eigenfunction of T are also eigenfunctions
for the same eigenvalue; hence each eigenspace is spanned by the real functions in
it.)

Fix any such sequence (p;)rer and extension (¢r)rerun- Since (¢r)reronN 18
an orthonormal basis in L?(X), it is easily seen (and well-known) that if we define
g®h(x,y) := g(x)h(y) for functions g, h € L?(X), then the set {¢,®ys : 7,5 € RUN}
is an orthonormal basis in L2(X x X). Hence,

[= Z <fa Wr®¢8>@r®Wsa (A.31)
r,s€RUN

where the sum converges in L2. By Fubini’s theorem and (A.26),

(fror@ps) = f f@,y)er()ps(y) dv(z) dv(y) = L er(2)Tf(ps) () dv ()

XxX
— | er@hpl@) avta) = Adpr o) = A (432
This vanishes unless 7 = s € R, and thus (A.31) simplifies to, using (A.32) again,
f= ZR<f, ©r ® 0r)0r ® or = ZRAT or ® or. (A.33)
re re

This is (A.27), and (A.28) follows because {¢, ® ps} is an orthonormal basis.
Finally, if (A.29) holds, then for every r € R, by (A.26) and Fubini’s theorem,

A L o0 (1) dv(z) = LTf«or f f £, 1) 00 () dv(y) du(z)

XxX

_ L or() L F(,y) dv(z) du(y) = 0. (A.34)
Since A\, # 0 for r € R, (A.30) follows. O

Lemma A.2. Let f € L?(X x X) be real and antisymmetric. The the operator Ty
on LE(X) is anti-self-adjoint and has purely imaginary eigenvalues. Let (AY)geos
be an enumeration of the positive real numbers such that 1Ay is an ezgenvalue of Ty

(counted with multiplicities). Then the multiset of nonzero eigenvalues (\.)I of the
self-adjoint operator T on L*(X x [0,1]) (counted with multiplicities) equals

2
{ii)\a :qe 9Q,.ke N} with each pair (q,k) counted twice. (A.35)
2k —1)m 1
As a consequence, if ¢, are i.i.d. standard normal variables and 1, are independent
random variables with the stochastic area distribution (2.23), then

S0 X A, (:56)

qeQ+
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Furthermore,

R Q+
STaz=23 (02 = J F@, ) dv(z) du(y) < . (A.37)
r=1 qg=1 X2

Proof. In the antisymmetric case, we can write (2.6) as
F((,1), (y,w) = f(w,y) sen(u —t) = f(z,y)h(t, ), (A.38)

where sgn is the sign function (2.9). Thus, in tensor notation, see (2.4), Ff=f®h
and Tf =Tt QTy.

The functions f(x,y) and h(t,u) = sgn(u —t) in (A.38) are both real-valued and
antisymmetric, and thus the corresponding Hilbert—Schmidt integral operators T’
and Ty, (acting on LZ(X) and LZ[0, 1], respectively) are both anti-self-adjoint. Hence,
—iTy and —iT}, are self-adjoint, and it follows from the spectral theorem, as in the
proof of Lemma A.1, that —iTy and —iT}, have only real eigenvalues {\] : ¢ € Q uN}
and {ps : s € S U N}, respectively, with A, #0 <= geQand ps #0 < s€e S
and that there are corresponding families of eigenfunctions {¢, : ¢ € Q U N} and
{ts : s € S U N’} which are orthonormal bases in LA(X) and LZ[0, 1], respectively.
(However, unlike in Lemma A.1, these eigenfunctions are not real-valued.) Hence,
these functions are eigenfunctions for T and T}, too, with eigenvalues i\j and ips,
respectively. (The eigenvalues and eigenfunctions for 7} will be found explicitly in
Lemma A.3.)

It follows that the set of all functions ¢ ®s(z,t) := p4(x)1s(t) is an orthonormal
basis in LZ(X x [0,1]). Furthermore, as noted in Section 2, the function ¢, ® v is
an eigenfunction of TA = Ty ® T}, with eigenvalue —Afps. Since these functions form

a basis, it follows that the set of eigenvalues of T' Wlth multiplicities, is {—AJps :

f’
qe QUN,se S uN'}. In particular, the nonzero eigenvalues ()% are
{=Xops 1 qe Q,s€S}. (A.39)

Recall that the nonzero eigenvalues of Ty are {iA}}4c0, where A\) € R. Since f is

real, the complex conjugate p; is also an eigenfunction, with eigenvalue ﬁ = —IA}.
It follows that if we let Q1 := {g: A) > 0} and Q_ := {g: A\] < 0}, then {)\] : g €
Q_} ={-A\3:qe Q4}. Consequently, we may rewrite (A.39) as

{AMir <Ry ={£Nps:qe Qy,5€ S} (A.40)
We now use Lemma A.3, which shows that the eigenvalues ips are
2i
+— . A4l
{*(Qk—l)w kEN} (A-41)

Hence, (A.35) follows from (A.40), noting that for each pair (g, k), there are two
choices of signs in (A.40) and (A.41) that yield the same A,.

Note that each pair (g, k) thus yields 4 eigenvalues in (A.35), 2 of each sign. Hence,
it follows from (A.35) that, with (; 1 ; € N(0,1) independent,

% ¢Z-1) Z g Z 2l<: q,k 1t Cg,k,z - C(ik,?, - Cg,m)- (A.42)



42 SVANTE JANSON

Consequently, (A.36) follows from Lemma 2.5. Finally, (A.37) follows from (A.35)
(or from (A.40)—(A.41)) which yields

e}
ZA2—4ZZ( %) - Z 2, (9P =2 2, 097
_ Ok —1)2
qeQy k=1 % L k=1 % 1) qeQ+ qeQ+
(A.43)
together with (A.28) for T’ 7 (or the corresponding formula for the self-adjoint operator
Tif). O

Lemma A.3. Let h(t,u) := sgn(t—u). Then the anti-self-adjoint operator T}, acting
on L2[0,1] has eigenvalues, all simple,

2i
+——— k=1,23,... :
_(2k _ 1)7T’ ) 737 (A' 44)

Proof. Suppose that ¢ is an eigenfunction with eigenvalue A. Then, for a.e. t € [0, 1],
1 t 1

Ap(t) = Thp(t) = f sgn(u —t)p(u) du = —f o(u) du + f o(u) du (A.45)
0 0 t

Suppose first that A\ # 0. The right-hand side of (A.45) is a continuous function of
€ [0, 1], and thus ¢ can be assumed to be continuous. Then (A.45) holds for every
€ [0,1], and the right-hand side of (A.45) is continuously differentiable in (0, 1);

thus ¢ is continuously differentiable on [0, 1]. Taking the derivative in (A.45) yields

A (1) = —26(1) (4.46)
and thus (for some irrelevant C' # 0)
o(t) = Ce™t with  w = 2i/\ (A.47)

Taking ¢ = 0 and 1 in (A.45) yields

1
Ap(0) f o(u) du = —Ap(1), (A.48)

i.e., p(1) = —¢(0). This and (A.47) yield ¢* = —1, and thus
= +(2k—m, k=1,2,.... (A.49)

Conversely, it is easily checked that each such w gives an eigenfunction ¢ by (A.47),
satisfying (A.45) with eigenvalue
2i 2i
A=—=+———. A.50
w T (2k—-Dm ( )

These are thus the nonzero eigenvalues, and we see from (A.47) that they are simple.

Finally, if (A.45) holds with A = 0, then { ¢ (u) du is constant, and thus ¢(t) = 0

a.e. Hence, 0 is not an eigenvalue. (Equivalently, the eigenfunctions e*F=17 form

an orthonormal basis on [0, 1], as is well-known from Fourier analysis.) O
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APPENDIX B. CUMULANTS

The limit distributions in our theorems are, apart form the normal distribution,
given by (possibly infinite) linear combinations of independent copies of the variables
¢? — 1, n, and ¥ in Section 2.3. We give here some simple results on the cumulants
of such sums; we denote the cumulants of a random variable Y by s, (Y), where
m > 1. We write for convenience y := (? — 1.

The cumulants ., (x), sm(n), and 2, () are (by definition) obtained by Taylor
expansions of the logarithms of the characteristic functions of x, n, and ¥ given in
(2.21) (2.23), and (2.25); note that these characteristic functions and their logarithms
are analytic functions of ¢ in a neighbourhood of 0. This yields for m > 2 the
cumulants, using [20, 4.19.8, 4.28.9, and 24.2.2] for (B.2)—(B.3),

sm(x) = 27 Y m — 1)1, (B.1)

e e (B2)
m—1om __ m—1/om __

i) = Yom() = (-2 2N FUCT g ()

where B,, denotes the Bernoulli numbers [20, Chapter 24]. For m = 1, we have
#(x)1 = #(n)1 = »#(¥)1 = 0. (These are just the means.) Note that thus s, (n) =
#m(¥) = 0 for all odd m, which reflects the fact that » and ¥ have symmetric
distributions.

Sums of the type Zfil Ar X Zle Aryr, and Zil A, (where x, are independent
copies of x, and so on) appear frequently above; they have cumulants that can be
expressed in terms of the sums Zle A since the cumulant of a sum of independent
variables equals the sum of their cumulants. Hence, for any finite or infinite sequence
(M) with 3% A2 < oo,

- i M) = i A 54 (), (B.4)

with s, (x) given by (B.1), and similarly for Zle A1) and Zf 1 AU

For example, since n Lo+ g, we have »,,(n) = 234, () for all m > 1, as is seen
n (B.2)—(B.3). Similarly, since (2.28) can be written

& 1

= k_zoo ErEyE (B.5)

we have, for all even m > 2, using the standard formula [20, 25.6.2] for {(m),

0

An(®) = 3 G 00 = 212 m)n ()

- W\Bmzmm -

M\Bmpm Ym —1), (B.6)

which agrees with (and thus gives a proof of) (B.3) and (B.2). (Recall that the odd
cumulants of ¢ and 7 are 0.)
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For a final example, the limit distribution >}}7; 2 in (8.31) has cumulants,
using (B.2) and, again, [20, 25.6.2],

! o1 . _2¥m(m 1)

which agrees with the cumulants given (implicitly) in [6, Corollary 2]. (Note that
the variable W there is twice as big, because of different normalizations.)

ApPENDIX C. A PROOF OF (8.17)—(8.19)

We give here, as another illustration of the theorems and methods in the paper, a
proof of (8.19) and thus (2.27) using Theorem 3.1 and eigenvalue calculations; this
is hardly new, but we do not know a reference. We omit some details.

As said in Remark 8.3, we leave it as an open problem to do similar calculations
for the operator (6.7) in Theorem 6.1, which ought to lead to an explicit (more or less
complicated) formula for the joint characteristic function of the limits in distribution
of n U~ (fs) and n=1U~ (fa),

Let fs and fa be as in (8.15)—(8.16), and let s,7 € R. (We use 7 here, since we
want to use t € I as one of the coordinates in X x [0,1].) Take, suppressing the
argument ((z1,x2), (2}, 5)),

fsri=5-2fc+7-2f, = ar 7y + brox, (C.1)

where a := s+7, b:= s—7. Similarly as in (8.8)—(8.10), we see that an eigenfunction
of T~ with nonzero eigenvalue A has to be of the form x11(t) + z2102(t), and the

S, T

eigenvalue equation is equvalent to the system

1 ¢
Mo () = a J () du + b L o (u0) du, (C.2)
t1 ¢
Mio(t) — b f () du + a L v () du. (C.3)
¢
This is in turn equivalent to the system of differential equations
AYL(t) = (b—a)ia(t), (C.4)
X (8) = (a — B (t), (C5)

with the initial values
1 1
M1 (0) = afo o (u) du, Ao (0) = bJO 1 (u) du. (C.6)

Assume s7 # 0, or equivalently a # +b. (This excludes the cases fs and f, already
studied, which are somewhat special.) Let

a—>

W= (C.7)

The general solution to (C.4)—(C.5) then is, for some real (or complex) A and B,
P1(t) = Acos(wx) + Bsin(wx), (C.8)
o (t) = Asin(wzx) — B cos(wx), (C.9)

and (C.6) yields, using (C.7) and (C.4)—(C.5), the conditions

1
(a = b1 (0) = whty (0) = awfo Ua(u)du = g (0) — at (1), (C.10)
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(@ 0020) = A2 (0) = b [ a0 = bal1) b, (C1)
which simplify to
b1(0) = agpi(1),  atha(0) = bya(1) (C.12)
or
bA = a(Acosw + Bsinw), (C.13)
—aB = b(Asinw — Bcosw). (C.14)

Regarding (C.13)-(C.14) as a system of linear equations in (A4, B), it follows that
there is a solution to (C.2)-(C.3), and thus an eigenvalue ), if and only if the deter-
minant of the system (C.13)-(C.14) is 0, i.e., if

0 = (acosw — b)(a — beosw) — absin®w = (a® + b?) cosw — 2ab. (C.15)

Furthermore, since we assume a # +b, it is easily seen that then the system (C.13)-
(C.14) has rank 1 and thus a one-dimensional space of solutions (A, B); hence, the
eigenvalue A is simple. Let

2ab
Then the complete set of solutions w to (C.15) is {+wo + 2k7}, k € Z, and hence, by
(C.7), the nonzero eigenvalues of Tf:; are (all simple)

wp = arccos

(C.16)

a—1b 27
=+ ke Z. C.17
Two + 2k _w0+2k:7r’ © ( )

Consequently, (3.6) and (2.21) yield

_ _ d
n 1Un(s~2j‘"5+7'-2j‘"a) =n lUn(fM) — W+ (C.18)
where, using also the product expansion for cosine [20, 4.22.2],
o0 . .
2iT 2iT —1/2
1I/Vé 7- —1)\/2 —-1/2 _ <<1 _ ) (1 ))
He kH wo + 27k +w0+27rk:
L+ (S;COJFIT;W
H ‘ wp + 27rk) 14+ %J{)?:
+
ﬁ - é:o 1;2)7# B ‘ cos(wp/2 + m/2) ‘ ‘ sin(wp/2) ‘
Pl _“8;“752”)  leos(wo/2 + /2 +ir) | Isin(wp/2 + iT)

‘ sin(wg/2) ‘
sin(wg/2) cosh(7) + icos(wp/2) sinh(7)

= (cosh?(7) + cot?(wo/2) sinhQ(T))_l/Q.
Furthermore, by (C.16),

(C.19)

1 +cos(wo) (a+b)? &2
t(wo/2) = = ==. C.20
cot”(wo/2) 1 —cos(wg) (a—0)2 72 ( )
It follows from (C.18)—(C.20) that (8.17) and (8.18) hold jointly, with limits Wy and
W, having the joint characteristic function (8.19). (The cases s = 0 or 7 = 0, implicit

n (8.18) and (8.17), follow by continuity.)
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